MINIMAL MUTATION TREES OF SEQUENCES*  
DAVID SANKOFF†  

Abstract. Given a finite tree, some of whose vertices are identified with given finite sequences, we show how to construct sequences for all the remaining vertices simultaneously, so as to minimize the total edge-length of the tree. Edge-length is calculated by a metric whose biological significance is the mutational distance between two sequences.

1. Introduction. The problem solved in this paper may be summarized as follows. Given a finite tree $T$, some of whose vertices are identified with points in a certain metric space $(S, d)$, locate the remaining vertices in $S$ so as to minimize the total length of the edges of $T$. For $S = \mathbb{R}^n$, this is a well-known generalization of Steiner’s problem, but in the present paper $S$ will be the set of finite sequences over some alphabet $A$, and for two such sequences $x = (x(1), \cdots, x(n_x))$, $y = (y(1), \cdots, y(n_y))$, if $n_x \leq n_y$,  

$$d(x, y) = n_x + n_y - \max_{0 \leq k \leq n_x} \sum_{1 \leq i_1 < \cdots < i_k \leq n_x} \sum_{1 \leq j_1 < \cdots < j_k \leq n_y} [1 + \delta(x(i_k), y(j_k))]$$

where $\delta(x(i), y(j)) = 1$ if $x(i)$ and $y(j)$ have the same value in $A$; otherwise $\delta(x(i), y(j)) = 0$.

The metric $d$ arises in the study of molecular evolution as discussed by Ulam [1] and Sellers [2]. The integer $d(x, y)$ equals the minimum number of mutations required to transform sequence $x$ into $y$, or $y$ into $x$, where a mutation may be either a change (replacement) of the value in $A$ of a single term $x(i)$ to correspond with the value of some $y(j)$, or else the deletion from, or insertion into sequence $x$, of a single term. E.g., $x = (1, 1, 0, 1)$, $y = (1, 0, 0, 1, 1)$, and $d(x, y) = 2$ as may be computed by changing $x(2)$ to 0 and inserting a 1 between $x(3)$ and $x(4)$.

For a given $x$ and $y$, we may write $d(i, j)$ for the distance between the subsequences consisting of the first $i$ terms of $x$ and the first $j$ terms of $y$. Setting $d(k, 0) = d(0, k) = k$ for $k \geq 0$, it is not difficult to show that

$$d(i, j) = 1 + \min \begin{cases} d(i - 1, j) \\ d(i - 1, j - 1) - \delta(x(i), y(j)) \\ d(i, j - 1) \end{cases}$$

for $1 \leq i \leq n_x$ and $1 \leq j \leq n_y$. The use of recursions like (2) for comparing pairs of sequences has been explored by a number of authors [2]–[5]. Our main algorithm described in §5 generalizes (2) for the simultaneous comparison of three or more sequences, each one identified with a vertex of a given tree.

To obtain this result, we prove, in the next two sections, two theorems about the total edge-length of a tree with vertices in $S$. In §4, we describe a rapid method
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for decomposing a tree with some of its vertices colored, into a minimum number of subtrees with disjoint vertex sets in the original tree, such that each subtree contains no two differently colored vertices. This method, the essentials of which are attributable to Fitch [6] and Hartigan [7], facilitates the calculation of the incremental term of the recursion which generalizes (2).

2. The Frame Sequence of a Tree of Sequences. In this section and the next we consider trees for which the locations of all vertices are specified in $S$; that is, all the sequences are given.

We shall use the notation $x(i)$ mainly to refer to the $i$th term, or position, in sequence $x$, and not the value of this term in $A$, but if terms $x(i)$ and $y(j)$ from different sequences have the same value, we may write, without ambiguity, $x(i) = y(j)$.

Let $V(T) = \{x_1, \ldots, x_N\}$ be the vertex set of $T$, and $E(T)$ be the edge set. Suppose $xy \in E(T)$. In definition (1) we can find a $\lambda$, and subsequences $i_1 < \cdots < i_\lambda$ and $j_1 < \cdots < j_\lambda$ which maximize the summation. We say that the sequence $M_{xy} = \{(x(i_1), y(j_1)), \cdots, (x(i_\lambda), y(j_\lambda))\}$ is a maximal match of length $\lambda$. The pairs are unordered, so that each $M_{xy}$ is also a $M_{yx}$.

**Lemma 1.** Suppose $(x(p), y(q)) \in M_{xy}$ and $(x(r), y(s)) \in M_{xy}$. Then

\[ r < p \iff s < q. \]

**Proof.** For some $h$ and $k$, $p = i_h, q = j_h, r = i_k, s = j_k$, and $r < p \iff i_k < i_h \iff k < h \iff j_k < j_h \iff s < q$.

Now, independently for each edge $xy \in E(T)$, choose an $M_{xy}$, and for each $x \in V(T)$, for $1 \leq i \leq n_x$, define $\Omega(x(i))$ as follows:

\[
\begin{align*}
\Omega(x(i)) = \{ & x(i) \in \Omega(x(i)), \\
y(j) \in \Omega(x(i)) \text{ and } (z(k), y(j)) \in M_{xy} \} \\
& \Rightarrow z(k) \in \Omega(x(i)).
\end{align*}
\]

The sets $\Omega(x(i))$ are clearly pairwise disjoint or equal; hence they form a partition of $\Omega = \{x_1(1), \cdots, x_1(n_1), \cdots, x_N(1), \cdots, x_N(n_N)\}$.

**Theorem 1.** For a given set of maximal matches for $E(T)$, the different $\Omega(x(i))$ can be enumerated as $\Omega_1, \cdots, \Omega_k$, so that

\[ x(i) \in \Omega_h \text{ and } x(j) \in \Omega_k \implies i < j \iff h < k \]

for any $x \in V(T)$.

**Proof.** Suppose $\Omega(x(i)) = \Omega(y(p))$. By (3), there must exist a sequence of edges in $E(T)$, $xu_1, u_1u_2, \cdots, u_y$, and pairs $(x(i), u_1(r_1)) \in M_{xu_1}, \cdots, (u_t(r_t), y(p)) \in M_{uy}$. Similarly if $\Omega(x(j)) = \Omega(y(q))$, then for the same sequence of edges there must exist pairs $(x(j), u_1(s_1)) \in M_{xu_1}, \cdots, (u_t(s_t), y(q)) \in M_{uy}$ since there is a unique sequence of edges in $E(T)$ between any two vertices $x$ and $y$ in $V(T)$. Repeated applications of Lemma 1 imply that $i < j \iff p < q$.

This assures that if different elements $\Lambda$ and $\psi$ of the partition both contain positions of one or more sequences in common, then for, say, $x(q_x) \in \Lambda, x(p_x) \in \psi$, either $q_x < p_x$ for all such $x$ simultaneously, or $q_x > p_x$ for all such $x$ simultaneously. In the first case we may write $\Lambda \ll \psi$, and in the second case $\psi \ll \Lambda$. If $\psi \ll \Lambda$ and $\Lambda \ll \theta$ by this definition, we also write $\psi \ll \theta$. It is easily verified that "$\ll$" is a partial ordering of the elements of the partition, satisfying $x(i) \in \Lambda, x(j) \in \psi$ implies $i < j \iff \Lambda \ll \psi$. But any finite partially ordered set may be
enumerated in a manner consistent with the partial order [8, p. 40]. This enumeration will then satisfy (4).

We call any $\Omega_1, \ldots, \Omega_v$ a frame sequence associated with the given set of maximal matches, as long as it is a partition satisfying (3) and (4).

3. The incremental function. Let $\Omega_1, \ldots, \Omega_v$ be a frame sequence associated with a given set of maximal matches for $E(T)$. For each $k = 1, \ldots, v$ we define a coloring of $T$ as follows. If $x(i) \in \Omega_k$, color the vertex $x$ with a color representing the value of $x(i)$ in $A$. (By Theorem 1 there can be at most one $i$ for which $x(i) \in \Omega_k$.) If $x(i) \in \Omega_k$ for no $i = 1, \ldots, n_x$, then color the vertex with a color representing $\phi$, where $\phi \notin A$. Then let $f(\Omega_k)$ be the number of edges in the tree whose two endpoints are colored differently (bicolored edges). We shall refer to $f$ as the incremental function.

**Theorem 2.** Let $\Omega_1, \ldots, \Omega_v$ be a frame sequence associated with a given set of maximal matches for $E(T)$. Then the total edge-length of $T$ is

$$\sum_{xy \in E(T)} d(x, y) = \sum_{k=1}^{v} f(\Omega_k).$$

Conversely, if $\Omega_1, \ldots, \Omega_v$ is any partition satisfying (4), it is a frame sequence associated with some set of maximal matches for $E(T)$ if and only if $\sum f(\Omega_k)$ is minimal.

**Proof.** If $M_{xy}$ is of length $\lambda$, then by (1),

$$d(x, y) = n_x + n_y - \sum_{k=1}^{\lambda} [1 + \delta(x(i_k), y(j_k))]$$

$$= n_x - \lambda + n_y - \lambda + \sum_{k=1}^{\lambda} [1 - \delta(x(i_k), y(j_k))].$$

For how many $h$ is $xy$ bicolored in calculating $f(\Omega_h)$? There are three ways in which $xy$ may be bicolored:

(i) $x(i_k) \neq y(j_k)$. Since $(x(i_k), y(j_k)) \in M_{xy}$, these two terms are in the same $\Omega_k$, by (3), and hence $xy$ is bicolored in calculating $f(\Omega_k)$. There are clearly $\sum_{k=1}^{\lambda} [1 - \delta(x(i_k), y(j_k))]$ such pairs in $M_{xy}$.

(ii) $(x(i), y(j)) \in M_{xy}$ for no $j = 1, \ldots, n_y$. Then if $x(i) \in \Omega_h$, no $y(j) \in \Omega_h$ and hence $xy$ is bicolored in calculating $f(\Omega_h)$, with colors representing $x(i)$ and $\phi$, respectively. There are $n_x - \lambda$ such $x(i)$.

(iii) $(x(i), y(j)) \in M_{xy}$ for no $i = 1, \ldots, n_x$. There are $n_y - \lambda$ such $y(j)$.

Summing all cases of type (i), (ii) and (iii), the edge $xy$ contributes, by (6), exactly $d(x, y)$ bicolored edges in computing $\sum f(\Omega_h)$. Summing over $E(T)$ proves (5).

Conversely, suppose $\Omega_1, \ldots, \Omega_v$ is a partition satisfying (4). Then for each $xy \in E(T)$ we note which $\Omega_k$ contain both an $x(i)$ and a $y(j)$. This determines subsequences $1 \leq i_1 < \cdots < i_{\mu} \leq n_x$ and $1 \leq j_1 < \cdots < j_{\mu} \leq n_y$. If

$$n_x + n_y - \sum_{k=1}^{\mu} [1 - \delta(x(i_k), y(j_k))] = d(x, y),$$

then the pairs $(x(i_1), y(j_1)), \cdots, (x(i_{\mu}), y(j_{\mu}))$ constitute a maximal match. By (1), the only other possibility is

$$n_x + n_y - \sum_{k=1}^{\mu} [1 - \delta(x(i_k), y(j_k))] > d(x, y)$$
in which case
\[
\sum_{h=1}^{\nu} f(\Omega_h) > \sum_{xy \in E(T)} d(x, y).
\]
In other words, \(\sum f(\Omega_h)\) is minimal if and only if \(\Omega_1, \cdots, \Omega_\nu\) is associated with a set of maximal matches for \(E(T)\).

Returning to our original problem, only part of \(V(T)\), say \(x_1, \cdots, x_{\nu'}\), consists of known sequences. In § 5 we shall show how to construct the remaining sequences \(x_{\nu'+1}, \cdots, x_\nu\) by simultaneously constructing a partition \(\Omega_1, \cdots, \Omega_\nu\) satisfying (4), such that \(\sum f(\Omega_h)\) is minimal compared to any other set of sequences and any other such partition. By Theorem 2, this will solve the problem.

This procedure will involve being able to minimize \(f(\Omega_h)\), given colors only for vertices \(x_1, \cdots, x_{\nu'}\), and required to find an optimal assignment of colors for the remaining vertices. In the next section we present a rapid algorithm for accomplishing this.

4. Minimizing \(f\). The problem of minimizing the incremental function may be stated as follows. For a tree \(T\) with some of its vertices colored, find a coloring for all the remaining vertices which minimizes the number of edges having two differently colored endpoints (bicolored edges). An equivalent formulation is to find a partition of the vertices of \(T\) among \(m\) subtrees, such that each subtree contains only vertices with a common color (plus uncolored vertices) and such that \(m\) is minimal.

If the removal of any edge \(xy \in E(T)\) decomposes \(T\) into two subtrees \(T_x\) and \(T_y\), where \(x \in V(T_x), y \in V(T_y)\), and where \(V(T_y)\) contains no colored vertices, then it suffices to find a suitable coloring for \(T_x\) first, and then color all vertices in \(V(T_y)\) by the color of \(x\). Thus we need only solve the coloring problem for trees where the colors are given for all terminal vertices at least.

We first define the depth of a vertex as follows. All colored vertices, including all terminal vertices, are of depth zero. An uncolored vertex having all incident edges, except at most one, connected to vertices of depth zero is defined to be of depth one. A vertex not of depth 0, 1, \(\cdots, D - 1\) having all incident edges, except at most one, connected to vertices of depth 0, 1, \(\cdots, D - 1\) is defined to be of depth \(D\).

**Lemma 2.** Every vertex in \(T\) has finite depth.

**Proof.** Suppose there is a vertex \(x\) for which the depth is not defined. Then \(x\) must be collinear with at least two other vertices of undefined depth. These must each be collinear with one other such vertex besides \(x\), and so on. By the finiteness of \(T\), there must exist a cycle of vertices of undefined depth, which is impossible since \(T\) contains no cycles. Therefore every vertex in \(T\) has a well-defined depth.

Next, we define the candidate colors for a vertex \(x\). If \(x\) has depth zero, there is a single candidate, namely its color. If \(x\) has depth \(D > 0\), consider all vertices collinear with \(x\) and of lesser depth. Those colors which are candidates for a maximum number of these vertices are the candidate colors for \(x\).

**Theorem 3.** To minimize the number of bicolored edges, the following procedure suffices. Choose any vertex \(x\) of maximal depth, and color it by one of its
candidate colors, say $i$. If $x$ is collinear with another vertex $y$ of equal depth, $i$ must be chosen from the intersection of their two sets of candidate colors, if this exists. For any other vertex $y$ collinear with $x$, if $i$ is a candidate color for $y$, then color $y$ by $i$. Otherwise color $y$ according to any of its candidate colors. After coloring all $y$ collinear with $x$, consider any other vertex $z$ collinear with any such $y$. If the color of $y$ is a candidate for $z$, then color $z$ accordingly. Otherwise color $z$ by any of its candidate colors, and so on. When this process is exhausted, choose any remaining vertex of maximal depth, and repeat.

Proof. We proceed by induction on $D$. Assume that for any coloring of all vertices of depth at least $D$, the procedure applied to the rest of the vertices produces a minimum of additional bicolored edges. Then consider any coloring of all vertices of depth at least $D + 1$, and let $x$ be a vertex of depth $D$, valence $v$, and such that

$$v_1 = v_2 = \cdots = v_m > v_{m+1} \geq \cdots$$

are the number of vertices of depth less than $D$, collinear with $x$, and with candidate colors $1, 2, \cdots$, respectively. Note that $1, \cdots, m$ are the candidate colors for $x$. By the induction hypothesis, for the aforementioned vertices collinear with $x$, it suffices to consider only colorings by their candidate colors. Now suppose the coloring of $x$ by $m + 1$ could lead to a minimum of additional bicolored edges. Then, by the induction hypothesis, $x$ will be incident to $v - v_{m+1} - 1$ or $v - v_{m+1}$ bicolored edges, depending on whether or not $x$ is collinear with a vertex of depth greater than $D$ colored $m + 1$. But $v - v_1 \leq v - v_{m+1} - 1$ which means that $1$ is also a minimizing color, as are $2, \cdots, m$. This stems from the fact implicit in the induction hypothesis and theorem statement that any coloring by candidate colors of the vertices collinear with $x$ and of lesser depth, is as good as any other such coloring, except possibly with respect to the edges incident with $x$.

Hence it suffices to consider only candidate colors for $x$. If $x$ is collinear with a vertex of depth greater than $D$ colored $i$, where $i$ is a candidate for $x$, then $i$ is the only minimizing color for $x$ since $v - v_i - 1 < v - v_j$, for $j = 1, \cdots, m$. If, on the other hand, $x$ is collinear with a vertex $y$ of depth $D$, then any candidate color for both $x$ and $y$ is a minimizing color when applied to both.

Thus the procedure in the theorem statement produces a minimum number of additional bicolored edges when applied to all vertices of depth less than or equal to $D$. It remains to prove that for any coloring of all vertices of depth at least $2$, the procedure applied to the vertices of depth $1$ produces a minimum of bicolored edges. Suppose $x$ is connected to vertices colored $1, 2, \cdots$, respectively (all of depth zero, of course), and possibly to one vertex $y$ of depth greater than or equal to $1$. If $y$ is of depth greater than $1$ and is colored $1, \cdots, m$, or if $y$ is of depth $1$ and shares candidates with $x$, then clearly $x$ and $y$ must be of the same color to produce a minimum of bicolored edges. In all other cases, it is equally clear that any of $1, 2, \cdots, m$ will do for $x$.

Since an uncolored vertex may be connected to at most one vertex of greater or equal depth, by the definition of depth, no vertex will be colored more than
once by this procedure, and Lemma 2 ensures that all vertices will be colored at least once. This completes the proof.

5. The main algorithm. For a tree $T$ with given sequences for vertices $x_1, \ldots, x_{N'}$, we are required to find sequences for the remaining vertices $x_{N'+1}, \ldots, x_N$ and a partition $\Omega_1, \ldots, \Omega_v$ satisfying (4) such that $\sum f(\Omega_k)$ is minimized. For each $k = 1, \ldots, v$, the input into the coloring procedure in the previous section consists of the colors for all $x_i$, $1 \leq i \leq N'$. If for some $j$, $x_i(j) \in \Omega_k$, then the color of $x_i$ will represent the value of $x_i(j)$ in $A$. Otherwise $x_i$ will be colored by $\phi$. For $N' < i \leq N$, on the other hand, the procedure output determines everything, even whether or not $\Omega_k$ should contain any position $x_i(j)$, depending on whether the vertex $x_i$ is colored some color other than $\phi$, or colored by $\phi$, respectively. Let $\psi = \{x_i(1), \ldots, x_i(n_1), \ldots, x_{N'}(1), \ldots, x_{N'}(n_{N'})\}$ be the set of positions in $x_1, \ldots, x_{N'}$. To minimize $\sum f$ over all possibilities for sequences $x_{N'+1}, \ldots, x_N$ and all partitions of $\Omega$ satisfying (4), first consider any partition of $\psi$, say $\psi_1, \ldots, \psi_v$, satisfying (4), apply Theorem 3 for $k = 1, \ldots, v$ to calculate optimal colorings, and define, for each $x_i$, where $N' < i \leq N$, the value of $x_i(j)$ to be the color of vertex $x_i$ in the $j$th coloring in which it is not $\phi$. Then define $\Omega_k$ to contain all the elements of $\psi_k$ plus all positions of the variable vertices colored non-$\phi$ in the $k$th optimal coloring. Then $\Omega_1, \ldots, \Omega_v$ satisfies (4) and no other partition $\Omega_1', \ldots, \Omega_v'$, where $\Omega_k \ni \psi_k$ for $k = 1, \ldots, v$ could have a lesser $\sum f(\Omega_k)$, without contradicting Theorem 3. Therefore, instead of examining all partitions of $\Omega$ satisfying (4) to find a minimum, it suffices to examine only all partitions of $\psi$ which satisfy (4).

Let $j = (j_1, \ldots, j_{N'})$ and $e$ be any $N'$-vector of zeros and ones, where $0 \leq e_i \leq j_i \leq n_i$ for $i = 1, \ldots, N'$. Let $f(j \cdot e)$ be the number of bicolored edges determined by Theorem 3 when vertex $x_i$ is colored by $x_i(j_i)$ if $e_i = 1$, and by $\phi$ if $e_i = 0$. Then writing $d_T(j)$ for $\min \sum_{E(T)} d(x, y)$ when only the first $j_i$ terms of sequence $x_i$ are considered, $i = 1, \ldots, N'$, and setting $d_T(0) = 0$, we have the following theorem.

**Theorem 4.**

$$d_T(j) = \min_e \{f(j \cdot e) + d_T(j - e)\}.$$  

**Proof.** For some frame sequence $\Omega_1, \ldots, \Omega_v$ for the given and the variable sequences, $d_T(j) = f(\Omega_v) + \sum_{k=1}^{v-1} f(\Omega_k)$.

Now, $\Omega_v$ can contain only positions of the form $x_i(j_i)$, $1 \leq i \leq N'$, plus variable sequence positions; for if $x_i(h) \in \Omega_v$, $h < j_i$, then $x_i(j_i) \in \Omega_k$, where $k < v$, contradicting (4). If $x_i(j_i) \in \Omega_v$, set $e_i = 1$, otherwise $e_i = 0$, for $i = 1, \ldots, N'$. Then $f(\Omega_v) = f(j \cdot e)$.

Now the partition $\Omega_1, \ldots, \Omega_{v-1}$ is either a frame sequence for $d_T(j - e)$, or else $\sum_{k=1}^{v-1} f(\Omega_k) > d_T(j - e)$, by the converse of Theorem 2. If the inequality holds, then for any frame sequence $\Omega_1', \ldots, \Omega'_v$ of $d_T(j - e)$,

$$d_T(j) = f(\Omega_v') + \sum_{k=1}^{v-1} f(\Omega_k')$$

> $f(\Omega_v) + \sum_{k=1}^{u} f(\Omega_k).$$
which contradicts the minimality of $\sum_{k=1}^{v} f(\Omega_k)$ and hence the fact that $\Omega_1, \ldots, \Omega_v$ is a frame sequence for $d_T(j)$.

Therefore,

$$d_T(j) = f(j \cdot e) + d_T(j - e),$$

and for no $e'$ could $f(j \cdot e') + d_T(j - e')$ be less than $d_T(j)$ without contradicting either or both of Theorem 2 and 3. Hence (7) follows.

**Main Algorithm.** Enumerate the vectors

$$0 = (0, \ldots, 0), \ldots, n = (n_1, \ldots, n_N)$$

so that each component is nondecreasing with the enumeration. Setting $d_T(0) = 0$, we can calculate $d_T(j)$ for each successive vector in the enumeration by searching each vector $e$ consisting of zeros and ones, $0 \leq e_i \leq j_i \leq n_i$, for

$$\min \{ f(j \cdot e) + d_T(j - e) \},$$

where each such $d_T(j - e)$ has already been calculated, thanks to the component-wise nondecreasing property of the enumeration.

Once $d_T(n)$ has been calculated, we find a frame sequence and hence the variable sequences as follows. Search for an $e$ satisfying Theorem 4 when $j = n$. This defines $\psi$, the last element of some optimal partition of $\psi$, and hence $\Omega_v$, the last term of a frame sequence for $d_T(n)$. Setting $j = n - e$, we search for an $e'$ satisfying the theorem, and so on, each step providing an additional term of the frame sequence.

Both the calculation of $d_T$ and the construction of the frame sequence require a number of steps proportional to $(2^N - 1)n_1 \cdots n_N$ since there are $2^N - 1$ vectors $e$ to search for most $j$. This figure is approximately $(2n)^N$ if all the sequences have about $n$ terms.

6. **Applications.** The construction we have developed has immediate application to problems of macromolecular evolution. The given sequences are the nucleotide base sequences of homologous RNA or DNA molecules from different species, and $T$ represents the phylogenetic (family tree) relationships of these species. The variable vertices of $T$ represent hypothetical ancestral species, so that the solution of the minimal mutation tree constitutes a probable reconstruction of the RNA or DNA molecules of these ancestors.

The main problem in practical applications is the strong dependence of computing time and memory on $N'$, the number of given sequences. There are two ways of evading this problem. First, it is frequently a biologically reasonable assumption that $d_T(j)$ need not be computed for any $j$ for which $|j_k - j_h| > C$, for any $k, h$ and some suitable $C$. Second we can restrict ourselves to locally optimal solutions by using only the $N' = 3$ version of the algorithm, analogous to the Steiner three-point problem with one unknown vertex. See [9] for the type of results obtained by these methods.
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