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Since the rise of genetics and molecular biology during the twentieth century, a high potential was seen in the benefits of a better understanding of the molecular mechanisms underlying life, including more efficient food production and improved health care. More recently, other goals have been added, such as higher energy efficiency, DNA forensics, improved disease diagnostics, personalized medicine, and environmentally related aims, such as sustainable agricultural production. Because information coded in the DNA underlies essentially all molecular activity in cells, this motivated the continuous development of DNA sequencing technology. This development in turn created a new research field called genomics, whose subject of study is the genomes of every organism on Earth. Collecting, analyzing, and understanding genes and genomes became a major effort in molecular biology, a general effort that achieved a significant milestone with the sequencing of the human genome in 2001.

Genomes, however, just like the organisms to which they belong, are not isolated entities, and many additional insights can be gained by looking at more than one genome at a time. Studies comparing several genomes use the observation that functionally relevant regions of a genome are conserved over time due to selection pressures, while other regions are free to mutate. This led to the important field of comparative genomics, a more functionally oriented successor to the classical fields of taxonomy and phylogenetics, where mainly the evolutionary interrelationships between species are of interest.

Today it is possible to obtain and study the genomes of large numbers of individuals from a population, or even multiple samples from each individual. One pioneer large-scale human population genome sequencing project is the 1000 Genomes Project (now International Genome Sample Resource, IGSR, http://www.internationalgenome.org/), initiated with the goal of sequencing the genomes of more than one thousand human individuals to identify 95% of all genomic variants in the population with allele frequency of at least 1% (down to 0.1% in coding regions). Other initiatives followed, such as Genomics England, which aims at sequencing 100,000 whole genomes from patients and their families, focusing on rare diseases, some common types of cancer, and infectious diseases (https://www.genomicsengland.co.uk/). In the United States, the Federal Precision Medicine Initiative (the All of Us research program) aims to analyze genetic information from more than one million American volunteers (https://www.nih.gov/research-training/allofus-research-program/). The day is not far off when every human being on earth will have the choice of having his or her genome sequenced at the cost of a simple blood group test.

Not only humans have had their genomes sequenced, of course. Classic model organisms, such as the fly Drosophila, have genomes available for several different species, with D. melanogaster currently having five genomes available. Bacteria, which have smaller genomes, have hundreds of thousands of genomes available. The champion organism in terms of number of genomes available is E. coli, which, as of this writing, has close to 6,000. The recent popularization of metagenomics, which allows DNA sequencing of basically all organisms living in any small environmental niche (such as human saliva), is leading us to the point where every life form on Earth will have its genome sequenced.

Even more recent is the technique of single-cell genomics, which seeks to provide genome sequences for single cells, as opposed to the traditional “bulk DNA” sequencing,
in which the DNA of many cells is pooled and sequenced, leading therefore to the loss of inter-cell genetic variation information.

In spite of all these developments, it is still true that the understanding of the genetic and genomic basis of organism phenotypes, and its relationship with other factors such as the particular environment in which an organism finds itself, is far from complete. Comparative genomics is a powerful way of providing insights into these questions and is therefore the motivation for this volume.

While DNA sequencing is the technology that made all of this possible, the hard part of making sense of all this data falls by and large on the shoulders of bioinformatics. Hence, all of the chapters in this volume deal with various algorithmic and computational techniques related to comparative genomics, as well as analyses made possible by these techniques.

In parallel with the flood of genome sequences, the literature on comparative genomics is vast and continually growing; therefore this volume can only offer a glimpse of what is currently being done in this rapidly evolving discipline. Nevertheless, by covering a broad spectrum of topics, we hope that the chapters included in this volume will be useful to students and researchers alike for many years to come.
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Chapter 1

Gene Phylogenies and Orthologous Groups

João C. Setubal and Peter F. Stadler

Abstract

This chapter covers the theory and practice of ortholog gene set computation. In the theoretical part we give detailed and formal descriptions of the relevant concepts. We also cover the topic of graph-based clustering as a tool to compute ortholog gene sets. In the second part we provide an overview of practical considerations intended for researchers who need to determine orthologous genes from a collection of annotated genomes, briefly describing some of the most popular programs and resources currently available for this task.

Key words Orthologs, Paralogs, Gene family, Protein family, Phylogeny

1 Fitch’s Definition

The concepts of orthology and paralogy were introduced in a clear and concise manner by Walter Fitch in 1970 [1]:

Where the homology is the result of gene duplication so that both copies have descended side by side during the history of an organism, (for example, alpha and beta hemoglobin) the genes should be called paralogous (para = in parallel). Where the homology is the result of speciation so that the history of the gene reflects the history of the species (for example alpha hemoglobin in man and mouse) the genes should be called orthologous (ortho = exact).

Although the distinction between orthologous and paralogous genes as defined above seems simple enough, a controversy about their proper usage and their consequence in the context of gene function ensued at the turn of the millennium [2–4]. In this contribution we adopt the point of view that homology and therefore also orthology and paralogy refer only to the evolutionary history of a collection of genes. A gene family thus comprises all genes (in the set of genomes under consideration) that share a common evolutionary origin. Our usage of the terms homology and gene family deliberately avoids any reference to gene function, distinguishing homologous genes (those that share a common descent and thus belong to same gene family) and analogous genes (those
that have similar functions but are evolutionarily unrelated). As a consequence, orthology and paralogy can be understood completely in terms of (i) a species tree of the species under consideration, (ii) the gene tree of a particular gene family, and (iii) the mutual relation of these two trees.

The usefulness of the notions of orthology and paralogy is of course linked to their tight correlation with gene function [5]: While functional similarity is not a defining feature of orthology, it is of course true that orthologous genes in closely related genomes usually and approximately have the same function. More strictly, one-to-one orthologs are in most cases functionally equivalent. Paralogs, in contrast, often have related, but clearly distinct functions [6–8] (but see also [9]). Since orthologs usually evolve in a clock-like fashion, that is, with an approximately constant rate of evolution (at least as long as there are no duplications), they are the characters of choice in molecular phylogenetics [10]. If one gene per species is selected at random from groups of paralogs, furthermore, the resulting gene tree will in general not be congruent with the species tree. Thus molecular phylogenetics applications strive to restrict their input data to one-to-one orthologs. Beyond its important role in phylogenetics, the reliable identification of orthologs also plays a key role in comparative genomic analyses [11]: Orthologs serve as anchors for chromosome alignments and thus are an important basis for syntenic-based methods. The reconstruction of ancestral proteomes also depends crucially on high-quality ortholog data sets.

2 Theory

2.1 Phylogenetic Trees

A phylogenetic tree $T$ is a rooted tree $T = (V, E)$ with a set of directed edges $E$, a set of leaves $L \subseteq V$, and a set of interior vertices $V^0 = V \setminus L$ that does not contain any vertices with in- and outdegree one and whose root $\rho_T \in V$ is the only node that indegree zero. In order to avoid uninteresting trivial cases, we will usually assume that $T$ has at least three leaves. For our purposes it will be most convenient to slightly modify this standard notion of a phylogenetic tree by a single extra node 0 and an edge “preceding” the original root. From now on we will call this “dummy node” the root of $T$.

The ancestor relation $\preceq$ on $V$ is the partial order defined, for all $x, y \in V$, by $x \preceq_T y$ whenever $y$ lies on the (unique) path from the root to $x$. For any subset $W \subseteq V$ we define $\text{lca}_T(W)$ as the last common ancestor of $W$, i.e., the $\preceq_T$-smallest node $u \in V$ so that $w \preceq_T u$ for all $w \in T$. The subtree $T[x]$ of $T$ rooted at $x \in V$ consists of all vertices $y \preceq x$ and the edges of $T$ connecting them.

A refinement of a phylogenetic tree $T$ is a phylogenetic tree $T'$ on the same leaf set such that $T$ can be obtained from $T'$ by collapsing edges. The restriction $T|_{L'}$ of $T$ to $L'$ is the phylogenetic
A set $\mathcal{T}$ of phylogenetic trees $T$ each with leaf set $L_T$ is called consistent if $\mathcal{T} = \emptyset$ or there is a phylogenetic tree $T$ on $L = \bigcup_{T \in \mathcal{T}} L_T$ that displays $\mathcal{T}$, that is, $T$ displays every tree contained in $\mathcal{T}$.

### 2.2 Reconciliation of Gene Trees and Species Trees

A collection of ancestrally related genes $G$ can be assumed to have evolved in a tree-like manner. The true gene tree $\hat{T}$ represents all extant as well as all extinct genes, and all duplication and all speciation events. It also accounts for horizontal transfer or retroposition. Extinct genes, however, are not observable from extant gene data. The observable part $T = T(V, E)$ of $\hat{T}$ is simply the restriction of $\hat{T}$ to the set $G$ of extant genes, which of course form the leaves of $T$, i.e., $T = \hat{T}|_G$. The evolutionary relationships between the species is also encoded by a phylogenetic tree $S$, known as the species tree.

With the exception of a metagenomics setting, furthermore, it is safe to assume that we know for each gene from which species it has been isolated. Formally, this relationship is described by a map $\sigma: G \rightarrow L(S)$. The observable part of $\hat{S}$ is therefore the restriction of $S$ to the species for which we actually have sequence data, i.e., $S = \hat{S}|_{\sigma(G)}$. The best we can hope for is of course to understand the relation of the observable trees $T$ and $S$.

In the absence of horizontal gene transfer (and other “weird” effects such as incomplete lineage sorting) the gene tree $T$ must “follow” the species tree $S$ as indicated in Fig. 2 [12].
The true evolutionary history of a single ancestral gene has four components: (1) a true gene tree $T$, (2) a true species tree $S$, (3) a reconciliation map $\mu$ assigning every node of $T$ to a node or edge of $S$, and (4) an assignment of an event type to each node of $T$.

The basic idea is that inner nodes of the gene tree are mapped to inner nodes of the species tree, here marked as red filled circles. The other event types in the gene tree are gene duplications (blue filled square) and gene losses (green crossed circle). The extant genes (one in species $A$, $B$, $C$ and two in species $D$, $E$, and $F$) are indicated by circled dots.

The true evolutionary history of a single ancestral gene has four components: (1) a true gene tree $T$, (2) a true species tree $S$, (3) a reconciliation map $\mu$ assigning every node of $T$ to a node or edge of $S$, and (4) an assignment of an event type to each node of $T$.

The basic idea is that inner nodes of the gene tree are mapped to inner nodes of the species tree (in the case of speciations) or to the edges of the species tree (in the case of duplications). Strictly speaking, the following formal conditions must hold only if both $S$ and $T$ are fully resolved. The complications arising from multifurcations are numerous and have not been fully disentangled in the literature (but see, e.g., [13]). For example, multifurcations in the species tree might correspond to a mix of speciation and duplication events, violating the condition that $\mu$ is a map; we will disregard such cases here.

The reconciliation map $\mu$: $V(T) \rightarrow E(S) \cup V(S)$ satisfies the following set of natural axioms:

![Diagram of gene history embedded in a phylogenetic tree of six species. Interior nodes of the species tree correspond to speciation events. These directly translate to interior nodes of the gene tree, here marked as red filled circles. The other event types in the gene tree are gene duplications (blue filled square) and gene losses (green crossed circle). The extant genes (one in species $A$, $B$, $C$ and two in species $D$, $E$, and $F$) are indicated by circled dots.]}
If $x \in L(T)$, then $\mu(x) = \sigma(x)$.

Suppose $x \prec_T y$. Then

(a) If $\mu(x) \in V(S)$ or $\mu(y) \in V(S)$, then $\mu(x) \prec_S \mu(y)$
(b) If $\mu(x) \in E(S)$ and $\mu(y) \in E(S)$, then $\mu(x) \preceq_S \mu(y)$

The first two conditions constrain the mapping $\mu$ with respect to the known assignment $\sigma$ of genes $L(T)$ to species $L(S)$ and to the mapping of the (dummy) roots of the trees onto each other. Conditions (ii.a) and (ii.b) together are known as the Ancestor Consistency Constraint. An example is shown in Fig. 3.

In most of the literature an additional condition is introduced that explicitly links $\mu$ to the so-called Last Common Ancestor (LCA) map, which is defined as $\lambda(u) := \text{lca}_S(\sigma(L(T_u)))$. The map $\lambda$ maps every node of the gene tree to the last common ancestor of the set of species in which the gene set $L(u)$ is found. It is computable in linear time [14].

We waive this LCA condition and instead investigate the reconciliation map $\mu$ defined above a bit further. As shown in [15, Lemma 3], $\mu$ satisfies

$$\text{lca}_S(\mu(x), \mu(y)) \preceq_S \mu(\text{lca}_T(x, y))$$

for all $x, y \in V(T)$. A simple consequence of Eq. 1 is the following condition

Fig. 3 Example of the mapping $\mu$ of some vertices of the gene tree $T$ to the species tree $S$. Speciation nodes in the gene tree are mapped to nodes in the species tree, duplication nodes to edges in the species tree, and leaves in the gene tree to leaves in the species tree. Leaves in the gene tree are labeled with the corresponding species name.
which specialize to $\lambda(u) \leq \mu(u)$ for all $u \in V(T)$.

In [16], a stronger condition is postulated, requiring that equality, $\mu(u) = \lambda(u)$ holds for all $u$ with $\mu(u) \in V(S)$. We call such reconciliations LCA-like. We note, finally, that different formal frameworks for describing reconciliation have been used in the literature, see, e.g., [17] for a recent overview. Instead of the reconciliation map $\mu$, a minimum reconciled tree $R(G, S)$ can be used. In analogy to the LCA mapping it is defined as the smallest tree that satisfies (i) $G$ is a homomorphic subtree of $R(G, S)$, (ii) the sets of species labels of all subtrees coincide between $R(G, S)$ and $S$, and (iii) the children of each interior node of $R(G, S)$ have either the same or disjoint sets of species labels [18, 19]. A closely related formalism is the so-called DLS tree [20].

2.3 Event Labels and Optimal Reconciliations

The mapping $\mu$ defines the type of events associated with the vertices of the gene tree $T$:

(i) $t(u) = \cdot$, a speciation, if $\mu(u)$ is a proper interior node of the species tree, i.e., iff $\mu(u) \in V(S) \setminus (L(S) \cup \{0_S\})$.

(ii) $t(u) = \bullet$, a duplication, if $\mu(u) \in E(S)$.

(iii) $t(u) = \bigcirc$ if $u \in L(T)$ and hence $\mu(u) \in L(S)$.

(iv) $t(u) = \circ$ if $u = 0_T$ and hence $\mu(u) = 0_S$.

A duplication event implicitly also defines losses since all genes present at a certain point in time are propagated through all subsequent speciation events unless they are lost again along a particular edge. Hence, the descendants of a gene $u$ must appear in all species in $L(\mu(T_u))$ unless they have been deleted. This realization suggests we should associate a cost with $\mu$ that discourages superfluous duplication and loss events. The most natural cost function thus is the total number of duplication and gene loss events implied by $\mu$ [21, 22].

The assignment of event labels defined by $\mu$ also highlights a conceptual problem with the LCA-reconciliation $\lambda$. It maps $u \in V(T)$ to $V(S)$, hence there are no duplication nodes. This is obviously problematic when our aim is to disentangle speciations and duplications.

For some nodes of the gene tree we know directly from $T$ that they logically must be duplication nodes:

(c) If $u \in V(T)$ and $u', u''$ are two distinct children of $u$ with $\sigma(L(u')) \cap \sigma(L(u'')) \neq \emptyset$, then $t(u) = \bigcirc$.

Condition (c) states that for $u$ to be a speciation node the gene sets of the children of $u$ must be disjoint. It imposes a further restriction on $\mu$ by partially specifying the event labeling $t$. 

\[ \text{lca}_S(\mu(L(T_u))) \leq \mu(u) \text{ for all } u \in V(T) \]
For larger gene trees additional obstructions may appear. A recent study [15] shows that these can be characterized in terms of triplets in the following manner. We write \( uv | w \) for the rooted tree on three leaves in which the path connecting \( u \) and \( v \) does not intersect the path from the root \( r \) of the triplet to \( w \). Colloquially, this means that \( u \) and \( v \) are more closely related than \( uw \) and \( vw \). Now let \( uv | w \) be a gene triplet so that (i) \( \sigma(u), \sigma(v), \) and \( \sigma(w) \) are pairwise disjoint, and (ii) the root \( r \) is a speciation, i.e., \( t(r) = \bullet \), and denote by \( \mathcal{E} \) the set of all corresponding species triplets \( \sigma(u)\sigma(v) | \sigma(w) \).

**Theorem 1** ([15]). Let \( t \) be an event labeling on \( T \). Then there is a reconciliation map \( \mu : T \rightarrow S \) if and only if all triplets in \( \mathcal{E} \) are displayed by \( \mathcal{E} \).

A similar condition is derived in [23], using the converse of (c) to define speciation nodes consistent with a given species tree \( S \).

### 2.4 Back to Orthology

**Definition 1.** Given a gene tree \( T \) and an event labeling \( t : V(T) \rightarrow \{\bullet, \square, \odot\} \) we say that two genes \( x, y \in L(T) \) are orthologs\(^1\) if their last common ancestor in the gene tree was a speciation event, i.e., \( \text{lca}_{T}(x, y) = \bullet \). If their last common ancestor in \( T \) is a duplication event, \( \text{lca}_{T}(x, y) = \square \), and we say that \( x \) and \( y \) are paralogs.

It is trivial to check that any two distinct genes are either orthologs or paralogs in our setting, which, as we recall, explicitly excludes horizontal gene transfer, lineage sorting, and similar effects. A quite useful subclassification of paralogs distinguishes between *in-paralogs* and *out-paralogs* [25]. Consider two genes \( x, y \) in species \( A \) and a third gene \( z \) in a different species \( B \). Then \( x \) and \( y \) are in-paralogs relative to \( z \) if \( \text{lca}(x, y) < \text{lca}(x, z) = \text{lca}(y, z) \), i.e., in-paralogs are genes that diverged by a duplication that occurred after a speciation event separating \( A \) and \( B \). Conversely, out-paralogs diverged before the speciation of \( A \) and \( B \), i.e., \( \text{lca}(x, z) < \text{lca}(x, y) = \text{lca}(y, z) \) or \( \text{lca}(y, z) < \text{lca}(x, y) = \text{lca}(x, z) \) (Fig. 4).

It is important to note that orthology explicitly depends on the reconciliation map. Of course, there is a particular reconciliation map \( \mu^* \) that corresponds to the true evolutionary history. One has to keep in mind, however, that \( \mu^* \), just like the true gene tree \( G^* \) and the true species tree \( S^* \), can only be approximated on any given dataset. A systematic investigation into the space of possible reconciliations can be found, e.g., in [26]. While earlier methods aimed

---

\(^1\) Certain papers in the literature use the term *co-ortholog* instead of simply *ortholog*, to emphasize that this is not always a one-to-one relation. However, the literature also records the usage of *co-orthologs* in the sense of paralogs [24]. To avoid confusion, we use the simpler term.
at finding a most parsimonious reconciliation [27, 28], there are nowadays also fully probabilistic models of reconciliation [29–31].

Irrespective of the exact choice of reconciliation map, however, we can derive general properties of orthology and paralogy. Surprisingly this aspect of the theory has been developed only very recently, although key ingredients have been available for quite some time with equivalence of “symmetric dating maps” and “symbolic ultrametrics” [32] (see also [33]):

**Theorem 2.** Let $\Theta$ be an irreflexive, symmetric, binary relation on $X$. Then there is a rooted tree $T$ and an event labelling $t$ on the interior vertices of $T$ with $t(u) \neq t(v)$ for any two adjacent vertices $u$, $v$ and $t(lca(x, y)) = \Theta(x, y)$ for all $x \neq y$ if and only if there are no four pairwise disjoint genes $\{x, y, p, q\}$ such that

$$
\Theta(x, y) = \Theta(y, p) = \Theta(p, q) \neq \Theta(y, q) = \Theta(x, q) = \Theta(x, p)
$$

The latter condition means that the graph representation of $\Theta$ does not contain an induced path $P_4$ on four vertices. This condition characterizes an important and well-known class of graphs, the so-called co-graphs. Hence

**Corollary 3 ([33]):** Both the orthology and the paralogy relation form a co-graph.

The importance of the latter statement lies in contrasting orthology relations with clustering. While all clusterings, i.e., partitions into complete graphs, are co-graphs, the converse is not true. The problem of correcting an orthology relation to a co-graph that is consistent with a gene tree is considered directly in [23, 34, 35].

2.5 Direct Orthology Estimation from Data

Orthology can be estimated from data in two fundamentally different ways: First, one may start from a gene-tree/species-tree pair $(G, S)$, compute a reconciliation $\mu$ and a corresponding event labeling $t$, and finally convert this into an orthology relation. A plethora of algorithms and software tools have been developed for this indirect approach [36–40]. The alternative is to estimate $\Theta$ directly from data. There is also a large number of tools implementing this paradigm, some of which we will consider in Subheading 3.
For now, we are concerned only with the theoretical justification of the latter approach.

Our task is to find the orthologs in a species \( B \) for a query gene \( x \) taken from species \( A = \sigma(x) \). For convenience we write, abusing the notation, \( x \in A \) instead of \( \sigma(x) = A \). If we knew the true divergence times \( d_t(x, y) \) for any pair of genes, this would be easy: for any pair of genes \( x \in A \) and \( y \in B \) we know that their divergence time cannot be smaller than the divergence time \( d_T(A, B) \) of the two species. In fact it equals the \( d_T(A, B) \) if and only if \( x \) and \( y \) are orthologs; otherwise, \( x \) and \( y \) would have arisen before the divergence of \( A \) and \( B \), thus coexisted in the ancestor \( \text{lca}(A, B) \) and thus must have originated by a duplication. Orthology therefore is equivalent to \( d_t(x, y) = d_T(A, B) \). In the absence of losses, furthermore, for every \( x \in A \) there is an ortholog \( y \in B \), whence \( d_t(A, B) = \min_{z \in B} d(x, z) \) for all \( x \in A \). The set of orthologs of \( x \in A \) in species \( B \) is therefore

\[
O(x, B) := \{ y \in B | d_t(x, y) = \min_{z \in B} d_t(z, x) \} \tag{3}
\]

By definition, membership in the ortholog sets is reciprocal, i.e., for all \( x \in A \) and \( y \in B \), \( y \in O(x, B) \) holds if and only if \( x \in O(y, A) \). Of course, the divergence times are usually not known and can be measured only indirectly. Under the assumption of a molecular clock that runs with the same rate (possibly time- and lineage-dependent) for all members of a given gene family within a given lineage, the divergence time \( d_t(x, y) \) can be replaced in Eq. 3 by any measure of \( d_g(x, y) \) of genetic distance. This provides a justification for the reciprocal best hit (RBH) methods [41, 42].

For real-life data, however, neither assumption will be strictly satisfied. To accommodate variations in evolutionary rates within a gene family, a relaxed definition

\[
O^\epsilon(x, B) := \{ y \in B | d_g(x, y) \leq (1 + \epsilon) \min_{z \in B} d_g(z, x) \} \tag{4}
\]

has been proposed [43]. Candidate orthologs are then the pairs \( \{x, y\} \) with \( x \in A \), \( y \in B \), \( y \in O^\epsilon(x, B) \) and/or \( x \in O^\epsilon(y, A) \).

As a consequence of gene losses, the true set of orthologs may be empty. The simplest (well-known) example of this type is shown in Fig. 5. Such cases lead to an overprediction of pairs in the orthology relation. Additional information can be used to filter orthology assignments. Among such techniques is the explicit recognition of one-to-one orthologs, the distinction of in- and out-paralogs, and the use of synteny as an additional criterion.

A good estimate for one-to-one orthologs is obtained by identifying pairs of genes that are unique reciprocal best matches, i.e., that satisfy for \( x \in A \) and \( y \in B \) the inequalities
Fig. 5 Undetectable paralogy (left). A reciprocal best hit method erroneously classifies \( x \in A \) and \( y \in B \) as candidate orthologs since there is no direct evidence in a comparison of only species \( A \) and \( B \) for the duplication and loss events. Including a third species \( C \) in which both paralogs survived (on the right) leads to a non-co-graph, in this case a \( P_4 \), which can be edited to the co-graph \( K_2 \cup K_2 \) by removing the spurious orthology edge between \( x \) and \( y \)

\[
x \sim y \iff \begin{align*}
d_e(x, y) &< d_e(x, z) - \epsilon \quad \forall z \in B \setminus \{y\} \quad \text{and} \\
d_e(x, y) &< d_e(z, y) - \epsilon \quad \forall z \in A \setminus \{x\}
\end{align*}
\]  \tag{5}

for \( x \in A \) and \( y \in B \).

A version of this estimate with \( \epsilon \) derived from the variances of the evolutionary distances is used, for example, in OMA [44] as “stable pair.” The definition of in- and out-paralogs immediately implies that \( z \) is orthologous to all in-paralogs w.r.t. \( z \), but to at most one gene in any pair of out-paralogs (Fig. 4). Incorrect assignments of orthology in the situation of Fig. 5 can often be identified using a third genome \( C \) that has retained both paralogs as a “witness of non-orthology” [45]. In this case additive evolutionary distances support only the quadruple \( xu \mid yv \), i.e., \( d_e(x, u) + d_e(x, v) \ll d(x, v) + d(y, u), d(x, y) + d(u, v) \), i.e., the initially inserted edge \( x \sim y \) can be removed again.

The mathematical structure of the orthology relation also imposes rather strong constraints. It appears natural, therefore, to correct the candidate ortholog set to the edge set of a co-graph with the minimal number of edge-insertions and deletions. Although this so-called co-graph editing problem is NP-complete in general [46], it remains tractable if the input graph is not too far away from a co-graph. Furthermore, useful heuristics have been developed [47]. For comparison, one should keep in mind that most of the methods used in the indirect, phylogeny-based approach also need to tackle NP-hard problems, including the multiple sequence alignment problem and tree inference with parsimony or maximum likelihood as a cost function.
Orthologs are often summarized as *clusters of orthologous groups* (COGs) [41]. Since the orthology relation is not transitive in general, COGs only represent an approximation. Within the OMA framework, COGs are obtained from the graph $G_{1-1}$ of estimated one-to-one orthologs, i.e., stable pairs, only. The one-to-one orthology relation is transitive by construction and comprises exactly the cliques of $G_{1-1}$ [44]. The OMA-COGs [44] therefore are subsets of the true orthology relation. It is worth noting in this context that both clique-finding and the partitioning of a graph into vertex disjoint cliques that maximize the total number of included edges (the min-edge clique partition) are NP-hard problems in general. Both become very easy, however, when $G$ is a co-graph [48], i.e., when the input graph is a mathematically correct orthology relation.

Other frameworks allow COGs to include many-to-many relations and thus include orthologs and paralogs within the same group [41]. Informally, the rules for building COGs (see Subheading 3.1.2) result in genes from different species being predominantly orthologs. COGs are then identified using a wide array of clustering techniques. As a consequence, the definition of such COGs necessarily depends on stringency parameters that gauge the tradeoff between size and stringency of COGs. From a theoretical point of view the transitivity clustering [49] is interesting because of its conceptual similarity to co-graph editing: here the initial orthology estimate is edited by insertion and deletion of edges to a transitive graph, i.e., a partitioning into COGs. In [50] instead of cliques, maximal Turán (complete multipartite) graphs, which form a special class of co-graphs, are computed to account for the fact that two genes residing in the same species are never orthologous.

**2.7 Horizontal Gene Transfer and Retrogenes**

More elaborate models of gene tree/species tree reconciliation explicitly account for horizontal gene transfer. Two genes that are related by a horizontal transfer event are called *xenologs*. Often the term xenolog is in addition restricted to pairs of homologs whose last common ancestor underwent a speciation event. Horizontal gene transfer introduces two additional technical complications: (1) Each node of the gene tree is mapped not to a single node of the gene tree but rather to a sequence of nodes and/or edges. The reason is that for a single horizontal transfer event both the donor and the acceptor position in the species tree must be specified. (2) An explicit timing function $\theta_S$ on (the nodes and edges of) the species tree needs to be defined. The donor and acceptor of a horizontal transfer event by definition are synchronous. In the species tree, however, donor and acceptor are by definition located in disjoint subtrees and thus incomparable. The horizontal transfer events therefore imply an additional restriction of the partial order on the species tree. For a concise formal presentation, we refer the
Horizontal gene transfer is intimately related to the concept of xenology. A formal definition of xenology is less well established and by no means consistent in the biological literature. First we note that horizontal transfer is intrinsically a directional event, i.e., there is a clear distinction of the donor and acceptor. As a consequence, an additional annotation is attached to the edges that connect the vertices in the gene tree that correspond to the horizontal transfer event (diamonds in Fig. 6) with their horizontally transferred offspring. Since the gene tree is rooted, this is equivalent to give the edge an explicit direction (Fig. 6). Similarly, the formation of a new paralog by retroposition (retrogenes) [56] is a directional process that can be viewed as a within-genome version of horizontal transfer. Mathematically, this idea connects to directed co-graphs and so-called uniformly non-prime 2-structures, see [57] for details. The most commonly used definition calls a pair of genes xenologs if the history since their common ancestor involves horizontal
transfer of at least one of them [58, 59]. In our terminology, \( x \) and \( y \) are xenologs if and only if the unique path in \( T \) connecting \( x \) and \( y \) contains at least one directed edge.

The presence of horizontal transfer events also can be associated with a modified definition of orthology. In this setting the HGT event itself is usually treated as gene duplication event. Every homolog is then still either an ortholog or a paralog. Both orthologs and paralogs may have been xenologs at some point in their evolutionary histories [59]. Alternatively, the definition of orthologs and paralogs may be modified to accommodate HGT events as different event types. Hence \( x \) and \( y \) are orthologs (paralogs) if their last common ancestor is a speciation (duplication) node, and the path from \( x \) to \( y \) does not contain a directed edge in \( T \). By construction this restricts both orthology and paralogy to the subtrees of \( T \) obtained by removing all directed edges. The union of orthology and paralogy relations then covers exactly the edges of the corresponding leaf (gene) sets; both the orthology and paralogy relations therefore retain the co-graph property. As a detailed mathematical characterization of xenology is still an open problem, it remains to be seen which of these alternatives turns out to be more fruitful.

### 2.8 Gene (Sub)-Families and Clustering

In the introduction we have colloquially introduced a gene family as collection of homologous genes. In practical applications we are usually interested in gene families w.r.t. a given set \( G \) of annotated genes in a given set \( S \) of species. First, we observe that \( G \) can be partitioned into maximal disjoint subsets \( G_i \) of homologs. For each family \( G_i \), therefore, there is an evolutionary tree \( T_i \) whose leaf set is \( G_i \).

A (proper) subfamily \( H \) of \( G_i \) is the leaf set of a subtree of \( T_i \). The key property of subfamilies is that for a particular gene \( x \in H \) and a given genome (species) \( s \in S \), \( H \) will contain either all orthologs \( y \in s \) of \( x \), or no genes from \( s \) at all. The subfamilies of \( G \) therefore form a hierarchy.

We say that a subfamily \( H \) is complete if for every \( x \in H \) and every species \( s \in S \) that has a gene in \( H \), there is an ortholog \( y \in s \) of \( x \) contained in \( H \). A complete subfamily therefore corresponds to a subtree of \( T_i \) that is rooted in a speciation event. As a consequence, there is a coarsest partition of \( G_i \) into complete subfamilies whose elements are exactly the (leaf sets of) the maximal subtrees whose roots are speciation events. These maximal complete subfamilies correspond exactly to paralog groups whose origin predates the last common ancestor of the species set \( S \). Alternatively, the maximal complete subfamilies are exactly the connected components of the orthology relation.

Continuing the discussion of Subheading 2.5 one can define a similarity graph \( \Gamma \) whose vertices are the genes. Edges are inserted between any two genes if they exhibit a “significant” level of
sequence similarity. The edges of $\Gamma$ are typically labelled by a similarity value $s(x, y)$ between genes. We will briefly return to the details of measuring similarity and its significance in the following section. Since similarity and the genetic distance $d_t$ in Subheading 2.5 are interconvertible, one can extract the candidate orthologs set and related constructs directly from $\Gamma$.

The problem of determining “interesting” subfamilies of $G$ therefore corresponds to finding clusters in the similarity graph $\Gamma$. Unless our data are extremely noisy and we make way too many false homology statements, a simple vertex clustering algorithm should therefore be able to identify the maximal sets of homologs $G_i$ as well as the maximal complete subfamilies.

3 Practice

In this section we will cover the topic of computation of protein families from a practical point of view. There are basically two ways this can be done: (a) build your own protein families from scratch; (b) use existing protein-family resources.

There are two general methods for computing gene families from scratch [60]: (1) determine similarity relationships among the genes being considered, and then try to separate orthologs from paralogs by mapping these relationships onto gene and species trees (which is the method outlined theoretically in Subheading 2.4); and (2) obtain vertex clusters from the similarity graph $\Gamma$ (see Subheading 2.8). Because implementations of this second approach are much faster in practice than those based on the first method, in this part we will present details for this method only. Readers interested in the first method can look up references provided in the bibliography [36–40].

3.1 Gene Families and Clustering

The starting point for clustering-based orthology tools for large data sets is the similarity graph $\Gamma$. In order to build it the first step is an all-against-all similarity computation carried out for all genes in the input set. The result is processed to create $\Gamma$, whose vertices are the genes in the input. An edge is created between two vertices $u$ and $v$ if and only if the similarity between the corresponding gene sequences satisfies some pre-defined, usually empirically derived, constraints. Typically, empirically derived thresholds for the minimum score, maximum $e$-value, and/or minimum length of the alignment relative to the length of the two input sequences are invoked. Once the graph is created a vertex clustering algorithm is employed to extract clusters from $\Gamma$. We refer the reader to reference [61] for additional details. The available software tools differ mostly in their clustering strategies. In the following we outline the most important examples.
When using any of the tools described below, it is important to keep in mind the possible errors that may be present in the results. The most important ones are false negatives and false positives. In this context, a false negative is a gene that should have been assigned to family $X$ but was not; and a false positive is a gene that was wrongly considered as belonging to family $X$. In principle, different tools could be evaluated in terms of these errors against a “gold standard benchmark”; unfortunately, no general (valid for both eukaryotes and prokaryotes) benchmark exists. For eukaryotes one such benchmark has been developed [62], consisting of 70 manually curated families. The reader is referred to that publication for a more extensive discussion of the pitfalls and challenges of ortholog computation. An ongoing project to offer an orthology set benchmark to the community can be found at http://orthology.benchmarkservice.org, and its associated publication [63]; other relevant publications are [7, 64].

In discussing methods for computing gene families de novo it is important to note that the all-against-all sequence comparison step may be a computational bottleneck in the whole process, depending on the number of genomes being compared. For example, for bacterial genomes containing about 4000 genes, computing gene families for 100 or more genomes would already require powerful computers, parallel computation, or both. Note that in addition to the computation itself, the storage and the downstream analysis of the matrix of similarity scores are also quite demanding in terms of computational resources.

### 3.1.1 OrthoMCL

OrthoMCL [65] is among the most popular programs for determining gene families from scratch. The all-against-all step is done by BLAST [66]. Clustering of the similarity graph uses the Markov Cluster (MCL) algorithm [67, 68]. It simulates random walks within the graph by alternating expansion (forming a power w.r.t. normal matrix multiplication) and inflation (forming a component-wise power and subsequent rescaling). This increases within-cluster and decreases between-cluster weights and thus converges to clusters in an unsupervised manner.

OrthoMCL seeks to distinguish in-paralogs from out-paralogs using a simple rule. Two genes from the same species will be included in the same orthologous group only if their reciprocal BLAST similarity is larger than the similarity to any gene not belonging to that species. Those genes are considered “recent paralogs.”

OrthoMCL is not a simple program to run; one way to deal with this difficulty is to run it through the convenient Get_Homologues package [69].

### 3.1.2 The COG Algorithm

An important resource for pre-computed gene families is the Clusters of Orthologous Groups (COGs) resource [41, 70], to be
covered in more detail below (Subheading 3.2.1). Here we sketch the COGtriarlges algorithm it uses to determine ortholog relationships [41].

COG uses the reciprocal best match strategy to construct the similarity graph. Two vertices are connected by an edge whenever the corresponding sequences have each other as best hits in a BLAST search. This makes it possible to dispense with $e$-value or alignment coverage requirements. The clustering strategy proceeds in a greedy manner from triangles. A triangle is a set of three vertices, each belonging to a different species, all connected to each other. Families are seeded by triangles; additional members of the family are determined by merging triangles if they share an edge. This merging process continues (merging triangles or previously merged triangles) until no more mergings can be done. The resulting subgraph constitutes a COG. The algorithm has a pre-processing step in which all in-paralogs are determined and converted to single vertices.

The COGtriarlges algorithm was improved in terms of computational complexity by the EdgeSearch algorithm [60]. EdgeSearch is also one of the options of the Get_Homologues package [69]. It is worth noting that the COG building algorithms allow a gene to belong to more than one COG, whereas OrthoMCL generates a strict partition of the input genes. The reason for this difference can be explained as follows. COGs are intended primarily as a gene annotation tool and therefore are associated with functional descriptions. Some genes may have more than one function, and therefore should be annotated with more than one COG. OrthoMCL, on the other hand, is a gene family computation method. Assignment of functions to families is seen as a separate task, independent of OrthoMCL, to be carried out by other tools. A gene $g$ with more than one function would be grouped by OrthoMCL in just one family, along with other sufficiently similar genes that (presumably) also have the same multiple functions as $g$.

3.1.3 ProteinOrtho and POFF

ProteinOrtho [43] was designed with large data sets in mind. Its similarity search step also uses BLAST [66]. To overcome the problem that reciprocal best matches underpredict orthologs, it uses a set of nearly optimal matches as introduced in Subheading 2.5 and inserts an edge between $v \in A$ and $u \in B$ into the similarity graph $\Gamma$ if both $v \in O(u, B)$ and $u \in O(v, A)$. Since the resulting similarity graph is very sparse, the stringency of determining the sets of almost best hits can be varied by the user. In an extension called POFF [71] the edge set of $\Gamma$ is then filtered by synteny information. For this purpose, it makes use of the heuristic FFAdj-MCS [72], which assesses gene order similarity with a measure related to the breakpoint distance.
ProteinOrtho and POFF use spectral clustering. The so-called Fiedler vector, i.e., the second eigenvalue of the Laplacian matrix of $\Gamma$, is used to determine a bipartition of the vertex set. Together with removal of tree-like appendages from $\Gamma$, the spectral partitioning step is used recursively to subdivide the gene set $G$ into families.

A practical advantage of ProteinOrtho and POFF is that much care has been taken to make the tool memory-efficient and allow easy parallelization of the similarity computation. Such careful coding avoids the memoization of a complete pairwise scoring matrix and constructs an approximate orthology graph stepwisely from pairwise genome or proteome comparisons. At comparable accuracies it runs more than an order of magnitude faster than other tools and can be run on modern desktop computers for data sets comprising several thousand prokaryote genomes. Recent versions of POFF can export the similarity graph to make it available for third-party analysis methods. This facility was used in [73], for instance, to obtain a pairwise orthology relation via co-graph editing instead of a clustering result.

3.2 Gene Family Resources

In this section we briefly describe a few resources that offer pre-computed gene families. Given the book’s topic, we want to examine these resources from a comparative genomics perspective. However, we must note that the intention of most or all of these resources is not primarily to facilitate genomic comparison. Generally speaking, these resources seek to determine what are the gene families that exist in nature, and what are the molecular functions associated with each one. This means that one primary objective of these resources is to facilitate genome annotation, that is: to help determine the functions coded by genes present on any given genome using a computational method (as opposed to an experimental approach). This is done basically as follows: given a protein family resource (the database), a protein sequence (the query), and a method or program that can search the database with the query, use that program to determine to which family the query belongs. Once this is achieved, the query is annotated with the function associated with the family found by the program. An excellent reference for protein family resources in general and a few in-depth descriptions of specific protein families is the book by Orengo and Bateman [74].

How can pre-computed families help in genomic comparisons? The general principle is as follows. First, it is necessary that the genes in the genomes to be compared have been annotated with the pre-computed families that exist in the chosen resource. Once this is done, the following questions can be easily answered:

1. For a given family, which genomes have genes that have been assigned to that family? The answer to this question allows the
definition of the *shared gene* concept. In this context, the word *gene* is overloaded with two meanings. The first, and concrete, meaning is the individual gene present in a specific genome. The second, and abstract, meaning is the family to which it belongs. We say that a certain gene (second meaning) is *shared* between two genomes $A$ and $B$ if both $A$ and $B$ have genes (first meaning) belonging to the same family. Let us give a concrete example. Consider the family (or the gene [second meaning]) $dnaA$, which is described as the gene for a chromosomal replication initiator protein in bacteria. In the genome of *Escherichia coli* strain K-12 substrain MG1655 it can be found in locus tag b3702, given by the GenBank accession number NP_418157. But a gene (first meaning) belonging to the same family (which in this example happens to be COG0593; more on this further on) can also be found in the *Bacillus subtilis* subsp. *subtilis* strain 168 genome, in locus tag BSU00010, given by accession number NP_387882. Therefore, we can say the genomes of these strains of *E. coli* and *B. subtilis* share the $dnaA$ gene.

2. How do genomes compare in terms of shared genes? This can be done by simply counting protein families in which the genomes being compared have representatives (the answer to the previous question, for all families). The shared genes are typically represented using Venn diagrams (when the number of genomes being compared is small) or tables (when large). A Venn diagram will also have regions corresponding to specific or unique genes: these are the genes that are present in one genome but are not shared by any other genome in the set. The term *pangenome* refers to the union of all genes found across different strains. The intersection of the strains’ gene sets is usually referred to as the *core genome*.

3. Assuming families can be grouped by category (and some gene-family resources already provide this categorization, as will be seen), then for a given category, how many genes in that category each genome has? The results are typically visualized as pie charts.

4. How do genomes compare in terms of these categories?

For a gene family resource to be really useful in genome comparisons, its *coverage* of the universe of possible protein products is an important consideration. Coverage in this context simply means the number of different families in the resource. Another important consideration is the *quality* of the gene family resource. Quality here means two things: first, that the molecular function (and other attributes) associated with that family is correct and as precise as possible; and second, that the genes listed as belonging to that family are indeed true members of that family. Quality generally
depends on the amount of manual curation that has been invested on the resource. Generally speaking, there exists a trade-off between coverage and manual curation. Resources that are well curated tend to have low coverage; and resources that have high coverage tend to have little or no manual curation.

The coverage issue is crucial in whole-genome comparisons. In particular, a genome comparison approach based on pre-computed families will fail to classify genes that do not belong to any family included in the resource. Because new genomes almost always have genes that belong to families that have not yet been characterized on any resource (even simply as conserved hypothetical genes), this approach is not recommended for whole-genome comparisons that need a thorough clustering of gene sequences; the methods presented in Subheading 3.1 should be used instead.

Because pre-computed gene families generally seek to associate function with each family, it should be the case that any gene family with an associated function must have at least one member for which the gene family function has been demonstrated experimentally. Ideally, this member should be annotated as the seed for that family, so that users can easily determine which one it is, and easily track down the associated publication. The best source of potential seeds for gene families is provided by the Swiss-Prot database [75]. All entries in this database have been curated, and for each entry the database contains links to papers in the literature that report on the function of that protein. When running BLAST within the Uniprotkb website, the reported hits that are part of Swiss-Prot (if there are any) are clearly marked.

Finally, one must take into account the reliability of the association that can be obtained between a pre-computed gene family and a new gene sequence. This is also known as the orthology detection problem [11]. This will depend on the association (or assignment) method to be used. Sometimes, this method is ad-hoc, such as a BLAST comparison with some user-defined $e$-value threshold. Preferably, each gene-family resource should provide its own association method, with well-defined guidelines and parameter values for creating these associations.

3.2.1 The COG Resource

The COG resource is a collection of annotated prokaryotic protein families, known as Clusters of Orthologous Groups, or COGs. We have already covered the clustering algorithm underlying the COG resource (Subheading 3.1.2); please refer to that section for the algorithmic definition of a COG. The COG resource was first introduced in 2003 [41]; an update was made available in 2015 [70].

The COG resource is intended as a tool for prokaryote protein product annotation. In its most recent release, it is based on COGs created from 711 genomes, of which 83 are archaea and 628 are bacteria.
In the COG resource most protein families (or COGs) are associated with a protein function, manually assigned and curated by COG resource curators. Some COGs do not have defined functions; they simply represent families of conserved coding sequences for which the function is unknown.

COGs are organized in a two-level hierarchy. At the base of the hierarchy there are the individual COGs. At the next level there are functional categories, of which there are a total of 26 (example: category A, RNA processing and modification). At the top level categories are grouped into four high-level functional descriptions: information storage and processing (includes five categories), cellular processes and signaling (10), metabolism (8), and poorly characterized (2). The two categories in the last group are: category R, “general function prediction only,” and category S, “function unknown.” Examples of COGs in category R are: COG0110 Acetyltransferase (isoleucine patch superfamily); and COG0388 Predicted amidohydrolase. One perhaps confusing feature of COGs is that a COG can belong to category R as well as to another category. For example, COG0477, MFS family permease, belongs to categories G, E, and P, in addition to R. A typical description of a COG in category S is: Uncharacterized membrane protein YbhN, UPF0104 family (COG0392). A new category was introduced in 2014: X, for phage-derived proteins, transposons, and other mobilome components. The authors warn [70] that this category also includes poorly or uncharacterized COGs.

In the most recent release there are 4631 COGs. Given that each COG has been manually curated, this number is reasonably high, but it still falls far short of the diversity of prokaryotic protein families that exist in nature. Evidence for this is that most bacterial genomes available from the RefSeq resource at NCBI [76] have between 20% and 30% of protein-coding genes for which no existing COG can be assigned. A typical example is the bacterium Xanthomonas citri str. 306. Its RefSeq annotation has 4312 protein-coding genes. Of those, only 3379 have a COG annotation (78%). Nevertheless, COGs are an excellent resource for comparative genomics of prokaryotes; and one hopes the resource will continue to be updated on a regular basis in the coming years, thereby providing increasingly better coverage.

An important extension or offshoot of the COG resource is eggNOG [77]. As of 2016 it is in version 4.5, and includes more than 190,000 orthologous groups (OGs), covering nearly 3700 organisms, including both prokaryotes and eukaryotes. Thus, a simple comparison of numbers (4361 versus more than 190,000) shows that eggNOG has far greater coverage than the COG resource. However, the OGs are all automatically generated, as are the functions and other data associated with each group.
The OGs in eggNOG can be used to annotate genes by way of predefined Hidden Markov Models, or HMMs, made available for download in the resource. We provide more details on HMM-based protein family resources in Subheading 3.2.5. eggNOG provides much more information than just a set of OGs, and is overall an excellent resource for comparative genomics.

### 3.2.2 KEGG Orthologs

The Kyoto Encyclopedia of Genes and Genomes (KEGG) [78] offers an ortholog resource similar to COGs, which is called KEGG Orthologs, or KOs. With each KO a number is associated, the *K number*, and a function description. One major difference between KOs and COGs is that KOs are used as the central hub for the KEGG general resource, which includes many other resources besides ortholog families. For example, KEGG includes an extensive collection of metabolic pathways, and the enzymes that play roles in each pathway all have *K* numbers. KOs are manually curated, and include references to the literature reporting experimental functional characterization of at least one member in the family. The number of KOs is more than 19,000 [78]. That would be a coverage substantially higher than COGs, but KOs also include eukaryotes.

The KEGG resource provides three methods for assigning gene sequences to KOs: these are called KOALA (for internal annotation, using a Smith-Waterman implementation), BlastKOALA (for genome annotation by KEGG users), and GhostKOALA (for metagenome annotation by KEGG users). Details about these methods have been published [79–81].

### 3.2.3 OrthoMCL Database

For eukaryotes, a good source of pre-computed ortholog groups is the OrthoMCL database, which is based on the orthoMCL program [65] (see Subheading 3.1.1). The website [http://www.orthomcl.org](http://www.orthomcl.org) offers pre-computed orthologous groups for 150 species (version 5), of which most (99) are eukaryotes; the remaining are archaea (15) and bacteria (36).

The OrthoMCL database is different from COGs and KOs in the sense that they do not provide manually curated functions for each family. They are simply pre-computed clusters of genes. Each group is annotated automatically with EC numbers and/or PFAM domains; no manual functional curation is done.

### 3.2.4 OrthoDB

The OrthoDB resource [24] is a rich resource with excellent coverage (version 9.1 as of January 2017) of both prokaryotes (3663 bacterial genomes) and eukaryotes (588 genomes). Similarly to COG and KO, it provides functional annotations for its orthologous families, derived from automated procedures. A distinctive feature of OrthoDB is that it also provides evolutionary information for orthologous groups, such as rate of sequence divergence.
The number of orthologous groups in the resource seems tricky to determine. The file with orthologous group IDs that can be downloaded from the site has 4,277,560 entries. This would be a far larger dataset than any other currently existing resource. This huge number likely reflects some amount of redundancy and/or orthologous groups existing at different phylogenetic levels (i.e., the authors have also counted orthologs that are inferred to exist at internal nodes of reconstructed phylogenetic trees); it certainly reflects lack of human curation.

3.2.5 Protein Families Based on Hidden Markov Models

In order to create orthologous groups, the resources described so far (except for eggNOG) rely on direct similarity between coding sequences. Another way to create a set of orthologous families is to use a technique called Hidden Markov Models, or HMMs.

A detailed description of the theory behind HMMs and their implementation is beyond the scope of this chapter. Briefly, an HMM is a way of encapsulating a multiple sequence alignment, encoding in the model the pattern of conservation in conserved sections of the alignment and the variations in spacing between conserved sections. When properly done, it is a much more sensitive way of determining whether a given gene sequence belongs or not to a family for which an HMM model already exists. A more detailed description of HMMs can be found in the short primer by Eddy [82].

Another attractive feature of HMMs is that there exists an excellent software package with various programs for HMM computation. The package is called HMMER [83]. In that package one finds program phmmer, which allows the search of an HMM database using a protein sequence as query. This would be the method that one would employ to determine to which family a given protein sequence possibly belongs, if the HMM database is a database of gene families.

Among protein family resources that are based on HMMs, we mention three (in addition to eggNOG, described in Subheading 3.2.1): PFAM, TIGRFAMs, and Panther. We also mention here a nonHMM but related resource called HAMAP. We briefly describe each of these in turn.

PFAM [84] is a database of protein families, each represented by a multiple sequence alignment and an HMM. The criterion for creating a family is the presence of shared protein domains. Because a given protein may contain several domains, that protein may belong to several different PFAM families. In this chapter our concern is with full-length proteins, rather than families based on single domains, as is the case with PFAM. In this sense, PFAM is a resource that is more relevant for protein domain studies and protein annotation, but not as much in comparative genomics.
TIGRFams [85] is a resource that presents HMMs that do consider the full length of proteins. It is a resource that covers primarily prokaryotes. Each family has been manually curated, and mainly for this reason the coverage is somewhat limited. As of TIGRFams release 15, there are 4488 models. TIGRFams have two features that are worth pointing out. One is that each family includes manually determined cutoff scores for determining family membership. The other is a classification of models in terms of the adequacy of the model for genome annotation. The most adequate models are termed *equivalogs*, meaning that such families can be readily used for annotation. Models that are not equivalogs represent more complex families, and their use in automated annotation might generate incorrect annotations. Out of the current 4488 models, 2366 are equivalogs.

Panther families [86–89] and their classifications “are the result of human curation as well as sophisticated bioinformatics algorithms” (quoted from the Panther website). Currently (version 10.0) the resource offers 11,928 families and 83,190 subfamilies. Both eukaryotes and prokaryotes are included (104 genomes are represented, a third of which are prokaryotes). Each family and subfamily is represented by its own HMM. HMMs are annotated with terms from the Gene Ontology [90]. In order to speed up the comparison between a query protein sequence and the HMM library, the resource offers a script that selects which HMMs to compare to based on BLAST scores against HMM consensus sequences. Query function assignment is left to the user, under the following guidelines based on $e$-value range: any hit with an $e$-value equal to or better than $10^{-23}$ is considered “closely related”; $e$-values between $10^{-23}$ and $10^{-11}$ are deemed “related”; and between $10^{-11}$ and $10^{-3}$ as “distantly related.”

HAMAP [91] is another manually curated protein family resource, covering primarily prokaryote families. Instead of HMMs, HAMAP offers its own specific multiple-sequence-alignment-derived profiles. Each family has a “seed member” manually chosen based on literature curation. Among the resources covered here HAMAP is perhaps the best curated and the one that offers the most careful method for determining whether a new sequence belongs or not to a family, and thereby whether it can properly inherit its properties. These “annotation rules” take into account, for example, the valid taxonomic scope for that family and the presence or absence of key protein residues necessary for annotation propagation. Probably because of the carefulness with which the resource is built its coverage is relatively small: currently the resource contains only 2071 families.
4 Perspectives

Orthology computation is an interesting theoretical problem and an extremely important practical problem in comparative genomics. To our knowledge this chapter is the first text that attempts to provide a linked overview of these two important facets of the problem.

One issue of concern from both theoretical and practical standpoints is the continued superexponential increase in the amount of genomic data. Most of the algorithms and programs for orthology computation do not scale well; the never ending and rapid increase in data also makes many ortholog resources difficult to maintain.

One clearly needed improvement in currently existing resources and software is in the quality of the results, that is, accuracy and completeness of resulting gene families. The scalability pressure seems to be taking its toll, and quality is now more of a problem than it already was a few years ago, in particular for large gene families (for example, G-protein-coupled receptors and kinases). Based on our survey, this seems to be much more of an issue for large eukaryotic genomes than for prokaryotes. We can expect that improvements will be obtained by basing orthology assignments not only on sequence similarity and even on phylogenetic placement, but also on information such as synteny and exon/intron structure.

A wide open issue that cannot be addressed with current techniques is orthology of repetitive elements, including multi-copy genes such as tRNAs and rRNAs, as well as some other gene families that have high levels of concerted evolution. In such cases gene trees as well as pairwise best hit strategies yield no information at all.
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Abstract

Computational pan-genome analysis has emerged from the rapid increase of available genome sequencing data. Starting from a microbial pan-genome, the concept has spread to a variety of species, such as plants or viruses. Characterizing a pan-genome provides insights into intra-species evolution, functions, and diversity. However, researchers face challenges such as processing and maintaining large datasets while providing accurate and efficient analysis approaches. Comparative genomics methods are required for detecting conserved and unique regions between a set of genomes. This chapter gives an overview of tools available for indexing pan-genomes, identifying the sub-regions of a pan-genome and offering a variety of downstream analysis methods. These tools are categorized into two groups, gene-based and sequence-based, according to the pan-genome identification method. We highlight the differences, advantages, and disadvantages between the tools, and provide information about the general workflow, methodology of pan-genome identification, covered functionalities, usability and availability of the tools.

Key words Comparative genomics, Pan-genomics, Core genome, Accessory genome

1 Introduction

As the advances in DNA sequencing technologies lead to a decrease in sequencing time and costs, the number of completely sequenced genomes continues to grow. The availability of different genomes originating from related organisms initiated comparative analysis methods, confronting new questions on a higher species level [1]. Tettelin et al. first introduced the term pan-genome, referring to the complete gene content of a microbial species. Initially, two parts have been distinguished within a pan-genome, a core genome, representing the set of genes shared among all strains and the dispensable genome, composed of strain-specific or genes shared among a subset of strains. However, the commonly used partitioning of a pan-genome (see Fig. 1) differentiates three main parts: the core genome, the dispensable or accessory genome, and the singleton genome.

The core genome provides the genomic basis of the phylogeny of a species and is thought to be representative at various taxonomic
levels [2]. The accessory genome may contain supplementary biochemical pathways, providing some selective advantages such as environmental adaptation, specific virulences, or antibiotic resistance [3, 4]. As the genomes of different strains are available, research may target questions related to the species’ evolution, elucidating the genomic diversity of a species through comparative analysis. Essential genes present in all strains of a pathogenic species could be used as potential antibiotic targets [5].

In the last 10 years, after establishing the pan-genome concept, several projects were attempted, some of them focusing on taxonomic levels higher than species. In their review, Vernikos et al. [4] provide a short overview of projects realized so far. Initially, a pan-genome referred to the full gene pool of a microbial species. However, the usage spread and the pan-genome concept was proposed for other organisms like plants [6]. Pan-genome analysis projects have been conducted for different plants like Zea mays [7] and Arabidopsis thaliana [8], and even for viruses such as Synechococcus infecting podoviruses [9].

Given a limited number of sequenced strains, it is of interest to estimate the approximate pan-genome size in order to identify the required number of genome sequences needed to characterize the gene repertoire of a species [10]. For pan-genome size estimation different mathematical models have been proposed, such as the Streptococcus agalactiae pan-genome model [1], Heaps law model [10], binomial mixture model [11], etc. With the pan-genome size, the openness/closeness [12] can be inferred: A closed pan-genome has a finite size, meaning that after a certain number of genomes added, the pan-genome of the species can be fully characterized. An
Pan-genome is unbounded and continues to grow as the number of genomes increases. During a sequencing project, the estimation of a closed pan-genome can be useful to predict the number of genomes still required to be sequenced in order to characterize the species.

Pan-genome analysis is specially interesting in cases of studying pathogenic strains. A large-scale analysis of *Pseudomonas aeruginosa* was performed [13], a pathogen that revealed high resistance to attempted treatments. The study showed a high genomic variability across the species, including those proteins used as targets for developed vaccines, partially explaining the resistance towards treatments. In another study on *Acinetobacter baumannii* [14] first a pan-genome was constructed. In the following steps the detected conserved regions were then analyzed on protein level from which potential vaccine targets were detected.

Sophisticated tools for the analysis and storage of pan-genomes are needed, maintaining large-scale datasets and providing automatized pan-genome construction as well as further downstream analysis options.

In this chapter we give an overview of established tools related to pan-genome analysis. The chapter is structured as follows: Subheading 2 contains information about tools in which the pan-genome computation is purely gene-based. Another list of tools identify the pan-genome based on genome sequences and are presented in Subheadings 3 and 4. The chapter finishes with concluding remarks in Subheading 5.

## 2 Gene-Based Tools

A pan-genome of a set of genomes can be identified based on the gene-content. This is a common approach, established in the majority of pan-genome analysis tools. Therefore, the gene content of a genome must be known, i.e. an annotation must be available. For newly sequenced strains or the ones lacking an annotation, gene prediction tools such as Prodigal [15], Glimmer [16], or genome annotation systems like GenDB [17] may be used for preprocessing.

This section is organized in two parts. It starts with a description of the general workflow of tools for pan-genome analysis in Subheading 2.1, followed by Subheading 2.2 providing information about the functionality and properties of tools established so far.

### 2.1 General Strategy

The general workflow of gene-based pan-genome analysis tools can be divided into three main stages:

1. orthologous gene assignment,
2. pan-genome identification,
3. downstream analysis.
Genes in two different species are orthologous to each other if they originate from a single common gene in the last common ancestor of these species [18]. In contrast, paralogs are genes evolved by a duplication event from a single gene within a genome. (For a more detailed discussion of this topic, see Chapter 5 of this volume.) Orthologous genes have mostly retained the same biological function, whereas paralogs tend to diverge functionally.

The problem of identifying orthologous genes has been studied thoroughly in the last years, resulting in many different proposed approaches [19–23]. All tools presented in Subheading 2.2 use graph-based methods for orthology assignment (see the review of Kuzniar et al. [24] for detailed description of orthology assignment categories). The predicted protein sequences represent nodes in the graph. For this set, all pairwise sequence similarities are computed and the derived values used to weight the edges of the graph. Some methods apply a clustering step on the pairwise similarities in order to retrieve multi-species groups of orthologs [24]. The sensitivity and specificity of the estimation highly depends on the chosen sequence comparison algorithm and the scoring scheme. Commonly, BLAST [25] is used to align the sequences. The chosen clustering techniques and orthology criteria such as similarity cut-offs or overlap criteria highly impact the orthology assignment and consequently the derived pan-genome structure. Hence, the main focus of research in the gene-based tool family was concerning the orthology estimation.

Using the information obtained with the orthology assignment, the pan-genome structure can be retrieved. Downstream analysis methods include multiple sequence alignment of the core genes, construction of phylogenetic trees, estimation of the pan-genome size, visualizations, etc.

2.2 Analysis Tools

EDGAR [26, 27] is a precomputed database containing information about bacterial pan-genomes. Using the software in open access mode, only the pre-processed strains available in the database can be used for analysis. For orthology estimation, EDGAR applies the bidirectional best hits (BBH) approach using BLAST. The concept of BBH is widespread and defines a pair of orthologs such that both genes are found as the best match of the opposite. For orthology estimation, EDGAR estimates a threshold based on the BLAST Score Ratio (BSR). The BSR of a gene \(a\) against a gene \(b\) is defined as follows: \(\text{BSR}(a, b) = \frac{S_{a,b}}{S_{a,a}}\), where \(S_{a,b}\) refers to the BLAST alignment bit score, in which \(a\) is the query and \(b\) the reference/database sequence. The threshold is derived using cutoff values for each genome pair and applying a heuristic approach. Based on the derived ortholog estimation, the core genome is identified. EDGAR supports several downstream analysis options such as multiple sequence alignment of the core genes. The content of orthologous genes can be analyzed using the incorporated
comparative view or creating synteny plots. Furthermore, phylogenetic trees can be created for the core genome and Venn diagrams of the gene content for up to five genomes. The EDGAR database contains 2160 genomes from 167 genera a user can choose from.

The Prokaryotic-genome Analysis Tool (PGAT) [28] is a web-based database application. To create the database, first all gene sequences of the input genomes are aligned using BLASTP in order to identify gene families. For each gene family one gene is chosen as a reference. The reference gene sequences are aligned against all ORFs (all six-frame translations) of each genome sequence. Genes having a sequence identity percentage greater than 91–92% and including more than 80% of the gene length in the sequence alignment are considered as orthologs. The set of reference genes is expanded by novel genes identified using Glimmer. After selecting one of the nine available organisms on the PGAT website, some analysis steps can be performed. Selecting to list orthologs of all genomes corresponds to computing the set of genes building the pan-genome. The option presence/absence of genes allows to identify genes present or absent in a chosen subset of genomes. Therefore, by selecting all genomes the list of core genes can be identified. For each gene information about identified SNPs are available, which are derived by computing the multiple sequence alignment of orthologs using Muscle [29]. PGAT is also linked to KEGG, such that the presence of genes in different metabolic pathways can be studied. A main disadvantage of PGAT is the lack of an option for uploading own data, making PGATs analysis opportunities limited. After the first publication in 2011, there are no new versions of the software released. Only the database has been slightly increased (from stated four genomes in [28] up to nine currently available at the website).

The Pan-genome Analysis Pipeline (PGAP) [30] is a stand-alone application, composed of a bundle of Perl scripts and is one of the most established tools so far. The application provides five functional analysis modules. The first module, *cluster analysis for functional genes*, corresponds to the identification of a pan-genome from the input data. For this, two methods have been integrated into PGAP, the MultiParanoid (MP) method and the Gene Family (GF) method. In the MP method, InParanoid [22] is used to find orthologs between each pair of strains. The InParanoid algorithm performs an all-against-all BLAST comparison among all protein sequences and then applies a set of orthology rules to group orthologs including a pairwise alignment score cut-off and overlap criteria. In the next step MultiParanoid [23] is used in order to group the orthologs into multi-strain clusters. The GF method generates a dataset in which for each strain the protein sequences are mixed with the genes of the given strain. A BLASTALL search is performed among the dataset, and the results are then clustered with the Markov Cluster (MCL) algorithm [31].
the pan-genome size and the number of genomes can be derived with the second module, pan-genome profile analysis. Furthermore, PGAP offers a module for detection of genetic variations in a cluster by computing a multiple alignment of all protein sequences in the cluster. Reported mutations include indels, synonymous and non-synonymous mutations. PGAP also computes the \( dN/dS \) ratio of divergence at non-synonymous and synonymous sites. The fourth module, species evolution analysis, enables the construction of phylogenetic trees based on two datasets. One input is a gene distance matrix, whose entries are filled based on derived gene cluster profiles for each strain, and the second dataset is based on detected variations in the core gene clusters. Phylogenetic trees are computed using the PHYLIP package. Finally in the fifth module, function enrichment analysis, PGAP annotates each gene cluster with the most frequent function description and COG classification of its members. All analysis steps are invoked from a single run. So far, PGAP is only available under Linux.

**PanOCT** [32] is a tool for clustering orthologous genes among a set of bacterial strains or closely related species. The all-against-all comparison of protein sequences with BLASTP needs to be performed separately and is required as an input for PanOCT. In order to cluster orthologs and more accurately exclude paralogs, PanOCT combines information from conserved gene neighborhood (CGN) together with pairwise sequence identity using BSR. After the pairwise scores of potential orthologous pairs are computed, potential frame-shifted genes are detected. The CGN scores are computed for all pairs, considering homology scores of \( n \) genes upstream and downstream of the target and the query protein in a potential orthologous pair (see Fig. 3 in [32] for a detailed description of the score). By using the derived CGN scores of the protein pairs as the underlying metric, complete linkage clustering is performed in order to retrieve orthologous clusters. PanOCT only covers the step 1 of the general workflow described in Subheading 2.1.

**GET_HOMOLOGUES** [33] is an open-source software package for the analysis of microbial pan-genomes. The tool offers three different algorithms for clustering orthologs to choose between, i.e. OrthoMCL [19], COGtriangles [21], and another version of the bidirectional best hit algorithm developed by the authors. All three methods are based on the BBH using BLAST. The sequences are scanned against the Pfam database [34] in order to retrieve the protein domain content. This information is used to filter out clusters containing sequences with different domain architectures. The tool provides a set of scripts supporting downstream analysis. An option is available to compute the intersection between the three cluster groups, referred to as consensus clusters. An estimation for the size of the core and pan-genome can be computed under the exponential [10] or binomial mixture model. From
clusters of orthologs, pan-genome matrices can be generated and then used to create phylogenetic trees. Different sets of genes can be identified and used for pan-genome analysis. However, it must be noted that a new partitioning of a pan-genome’s gene pool is introduced. Besides the core genome, which remains the same, the authors differentiate the soft core, composed of genes shared among 95% of the genomes, the cloud, bundling genes present only in few genomes and the shell, containing the remaining genes, present in several genomes. If a dataset contains a draft genome with some missing or fragmented genes, using the soft core’s definition should avoid an underestimation of the core size. GET_HOMOLOGUES is a command line tool available for Linux and MacOSX. The package provides a well-documented manual, including example scenarios of how to use some analysis scripts. However, for smooth usage some basic programming skills are advantageous.

PanFunPro [35] is a pan-genome analysis tool available as a stand-alone application or as a web server. For pan-genome computation, only the predicted protein sequences of the input genomes are used. If no annotations are available, the gene prediction tool Prodigal is applied to the genome sequence to identify potential ORFs. In the next step, the potential coding sequences are scanned against three protein databases: Pfam-A, TIGRFAM [36], and Superfamily [37] in order to retrieve the functional domain content. Based on this content, protein families are defined in order to group homologous proteins. All sequences having no match in any of the databases are collected and clustered using CD-HIT [38] with a minimal sequence identity of 60%. The resulting clusters are considered as protein families and are combined with the HMM-based families. The protein families are used to generate a whole genome protein profile for each genome. The pan-genome is then computed based on the derived protein families, so the pan-genome is composed of all unique functional profiles observed in the input genomes. In order to compare shared protein content, a pan-matrix is generated and visualized, where each entry contains the ratio of non-shared sequences. All proteins contained in the core or pan-genome are listed and Gene Ontology (GO) information can be extracted for the pan-genome. PanFunPro is available as a web-server or can be used by downloading the source code.

The Integrated Toolkit for Exploration of Microbial Pan-genomes (ITEP) is a bundle of scripts with a backend database introduced by Benedict et al. [39]. At first, ITEP generates a SQLite database by performing an all-against-all comparison between the sequences using BLASTP and BLASTN. The results are clustered using the Markov Cluster (MCL) algorithm, for which different metrics can be used, i.e. clustering by maximal minbit or maxbit. According to the tool’s manual, the alignment bit score is either normalized by the minimum or maximum of the
self bit scores. Hence maxbit will emphasize stronger hits whereas in minbit also shorter fragmented hits will be considered. However, results from any other orthologous prediction tools can be used as well. After the database is built, different analysis steps can be conducted, for which ITEP provides interfaces, i.e. wrapper scripts to external software performing the analysis. Options for studying predicted protein families are provided, such as generation of multiple alignments, phylogenetic trees or the possibility of appending gene neighborhood information. Different gene sets can be extracted, such as conserved genes (core genes), unique genes, and present genes (corresponding to genes of the accessory genome). Some other options are provided within ITEP such as the possibility of annotation curation, identification of gene presence or absence of genes within a phylogeny, or the generation of draft metabolic networks. For each analysis step a different script must be used. Therefore, some basic programming skills are advantageous. However, well-documented tutorials are available on the tool’s GitHub as well as separate manuals for each script, facilitating its usage.

PanGP [40] is a tool for pan-genome profile analysis. In order to maintain profile analysis of large-scale datasets, two sampling algorithms are proposed, totally random and distance guided. The two algorithms sample $s$ combinations consisting of $n$ strains, in order to avoid computing all $\binom{N}{n}$ combinations, for $1 \leq n \leq N$, where $N$ is the total number of strains. Profiling is performed by a series of proposed mathematical models (see Supplementary Material of [40] for more details). PanGP provides a graphical user interface (GUI) and is available for several platforms.

The Large Scale BSR method (LS-BSR) [41] is a tool for comparing the gene content between a large set of bacterial genomes. Each gene sequence is aligned against all input genomes and itself in order to retrieve the BSR value. As an output the tool generates a matrix that contains for each gene the BSR value in each genome. The tool includes a script for filtering the gene sequences based on user-defined thresholds, which can be used to identify gene sets of interest. Besides that, the output matrix can be transformed into a PanGP compatible format, allowing to derive statistics about gene distribution and conservation at different genome depths. Other downstream analysis steps are not covered. However, the authors refer to several tools for which the BSR matrix can be used as input. The main advantage of LS-BSR is its parallel nature facilitating a modest runtime for large datasets and outperforming PGAP, GET_HOMOLOGUES, and ITEP in terms of runtime (see Table 1 in [41]).

Targeting the inefficient runtime of all-against-all comparisons with BLAST, Roary [42] reduces the dataset by preclustering and filtering the protein sequences. After some basic filtering steps (e.g., excluding sequences with less than 120 nucleotides), CD-HIT is...
used to precluster similar sequences. Performing in an iterative fashion, CD-HIT finds core sequences which are then removed from the dataset. An all-against-all comparison with BLASTP is performed on the reduced dataset and later clustered with MCL. The results of this clustering step are then combined with the pre-computed CD-HIT clusters. In order to separate true orthologs from paralogs which are possibly contained in the results, information about conserved gene neighborhood is used (see Supplementary Material in [42]). Roary provides options for computing gene intersections and unions, which can be used to identify the core and the pan-genome. A nice feature is that Roary’s output can be used as input for interactive visualization tools referenced from the tool’s site. It offers several other options such as providing a relative order of the clusters by creating a graph or clustering the input genomes based on gene presence/absence.

**micropan** [5] is an R package offering different functionalities for analyzing microbial pan-genomes. Two approaches for deriving gene clusters are incorporated. The first method uses BLAST to perform an all-against-all search between the set of protein sequences of each genome. Gene clusters are then identified using a hierarchical clustering approach. The second method is searching for protein domains in the genes using HMMER3 against the Pfam-A database. All sequences having the same protein domain content in the same non-overlapping order are clustered together. The protein domain based method should facilitate analysis for larger datasets, as the all-against-all search runtime scales quadratically with the number of input genomes. From the derived clustering, a *pan-matrix* is computed, in which rows represent genomes, columns represent gene clusters, and each entry is the number of times a gene cluster is found in a genome. The pan-matrix is the basis for all further analysis functions provided in the package, such as pan-genome size estimation, principal component analysis or the construction of a phylogenetic tree. Similar to GET_HOMOLOGUES, micropan defines new gene types being part of a pan-genome, i.e. *core genes* that are present in (almost) all input genomes, *shell genes* that are present in a large subset of the genomes, and *cloud genes* that are present in only few genomes. A main advantage of micropan is its easy-to-use nature. All functions needed for analysis, including external software can be invoked directly from the R environment. Therefore, standard R options may also be used.

**PanCoreGen** [43] is a standalone software with a basic graphic user interface (GUI). The method for pan-genome identification is another BLAST based approach slightly different from the ones presented before. The pan-genome computation is performed in an iterative fashion, where in each iteration another genome serves as a reference. The annotated genes of the reference are compared to the other genomes using BLASTN. In the next iteration, the
reference is replaced by another genome and only those genes that did not have matching orthologs in previous iterations are used as queries. In each iteration step, genes unique to the current reference are identified, whereby the core and accessory (here called mosaic) gene sets are expanded by new hits relative to the new reference. Like this, the number of found orthologs might be overestimated for genes duplicated in one genome. As a result, PanCoreGen provides the list of all gene groups (core, mosaic, and strain-specific) in an Excel file and a FASTA file containing nucleotide sequences of all genes constituting the pan-genome. For each gene, another FASTA file is generated containing the sequences of all matching orthologs. An option is available for downloading genomes directly from NCBI, as well as (re)annotation of input draft genome sequences. So far PanCoreGen is only available for Windows, and with the described functions it provides only limited options for performing analysis steps.

**The Bacterial Pan Genome Analysis (BPGA) tool** [44] is a recently published package for pan-genome downstream analysis. At first, orthologous gene or protein clusters are identified, for which the three clustering tools USEARCH [45], CD-HIT, and OrthoMCL are included. A user can choose between the tools and adapt the cut-off value. After detecting orthologs, pan-genome analysis steps can be conducted, for which BPGA offers seven analysis modules. The *pan-genome profile analysis* generates plots for pan- and core genome size, gene family frequencies within the genomes and number of genes added by each genome to the pan-genome. Within this module, the size of the pan- and core genome can be computed. The second module identifies the different gene sets of the pan-genome based on the derived orthologous families and extracts a representative sequence from each. The *exclusive gene family analysis* module can be used to identify orthologous gene families containing genes from all but not a single specified genome or only containing genes of a single genome. Gene sequences which show a deviating (higher or lower) GC content compared to their average genome GC content can be extracted with the *atypical GC content* module. Pan-genome functional analysis is performed by comparing the representative protein sequences found by the second module, against COG and KEGG databases using BLASTP. Using the *phylogenetic analysis* module, phylogenetic trees can be generated for the core genome using a concatenation of core gene alignments, using a computed binary pan-matrix or user-selected housekeeping genes. The latter option enables selection of specific subsets of the input genomes on which the analysis steps will be conducted. BPGA is written in Perl and the code is freely available. Moreover, the tool provides executable (Windows and Linux) files for download, maintaining easy installation.
2.3 Related Tools

In order to compare a set of genomes, the available annotations need to be clean and error-free. However, inconsistencies in annotations are not rare, e.g. presence of false positive identified genes. The bias of individual annotation, i.e. annotation performed by different methodology, may be crucial [46]. Since these discrepancies could have a non-negligible impact on the pan-genome structure, several tools have been proposed for cleaning the input data. Pannotator [47] is a pipeline computing the annotation of closely related genomes from scratch, whereas eCAMBer [46] and Mugsy-Annotator [48] are tools for improving and correcting available annotations.

Hennig et al. [49] introduced Pan-Tetris, an interactive visualization tool for pan-genomes. Within Pan-Tetris, an alternative alignment-based method for pan-genome computation is used. In order to compute the pan-genome, first the SuperGenome is constructed, a concept proposed and used in the software GenomeRing [50]. First, a whole genome multiple alignment of the input organisms is constructed using progressiveMauve [51]. By the nature of the progressive alignment approach, the multiple alignment is composed of a set of local alignments, also called blocks. All blocks are concatenated in the order given by the reference genome of the alignment. Based on the alignment coordinates of the concatenation, the SuperGenome coordinate system is built. For each genome, a bidirectional mapping between its blocks and the SuperGenome coordinate system is derived. The second step is the pan-genome computation based on the derived SuperGenome. Further computations rely on the assumption that orthologous genes should be aligned in a multiple alignment and therefore will overlap in the coordinate system of the SuperGenome. The genes are mapped into the SuperGenome, and overlapping ones are then clustered into groups of orthologous genes called pan genes. The set of all pan genes are visualized in Pan-Tetris. However, the main focus of the work was not in developing another algorithm for pan-genome computation, but more developing an interactive visualization tool, which can be helpful for detection of possible erroneous annotations. Options such as extraction of core or accessory genes are not provided but are planned for future releases.

3 Sequence-Based Tools

Along the years, the definition of pan-genome has acquired a broader meaning than its original definition [12]. It nowadays also refers to a collection of sequences from different genomes [52]. Such a collection can be analyzed naively by indexing separately each sequence it is composed of. This representation is however wasteful in memory since core genome and accessory genome need to be stored as many times as they occur in the strains.
Furthermore, such a representation would require analyzing each genome separately, leading to time inefficient methods. If a pan-genome is composed of similar genomes, it is naturally more efficient to index variants of a collection of genomes with respect to a reference. Such methods will be reviewed in Subheading 3.1. Yet, computing similarities or variants is a complex task achieved by aligning sequences of the pan-genome. As a consequence, much attention has been paid to methods that either provide scalable sequence alignments for many similar genomes or extract directly from a sequence alignment the shared and unique regions of the pan-genome (Subheading 3.2). This exercise is not trivial and is the reason for the design of graph-based methods (Subheading 3.3) that take advantage of the similarity and difference not only with a reference but also with other indexed genomes. A special case of graph-based methods are the de Bruijn graph methods (Subheading 3.4) which are alignment-free and reference-free. Other methods reviewed in Subheading 4 enable large scale \( k \)-mer indexing and querying of genomes. Note that the following sections focus only on sequence-based data structures and methods for pan-genome indexing and querying at the DNA level in contrast to database oriented tools. Other tools for computational pan-genomics are reviewed in [52].

### 3.1 Reference-Based Methods

The **Referentially Compressed Search Index** (RCSI) [53] uses referential indexing to index a pan-genome and to search for exact or inexact matches. The reference is first indexed using a Compressed Suffix Tree (CST) [54–57] and the other genomes are then encoded as ordered lists of subsequence matches to the reference, called **referential match entries**. The index is built with respect to a maximum query length and a parameter representing the maximum number of edit distance operations allowed during an inexact search. RCSI exploits the **seed-and-extend paradigm** [58] based on the pigeonhole principle stating that for a sequence \( S \), a pattern \( P \) and at most \( M \) mismatches, there exists at least one matching substring, called **seed**, of length \( 
\left\lfloor \frac{|P|}{M+1} \right\rfloor 
\) between \( S \) and \( P \). When queried, the reference is first searched for matching seeds that are then extended. Matches found are transferred onto the referential match entries using a hashing structure to identify genomes in which matches are found with at most \( M \) mismatches.

Another approach of referential indexing is to index variants instead of similarities. The **Multiple Genome Index** (MuGI) [59] applies this approach by maintaining a database of variants. Additionally, the occurrence positions of \( k \)-mers in the genomes are stored in arrays, sorted by lexicographic order of \( k \)-mers. The seed-and-extend paradigm employs the \( k \)-mer arrays for the exact or inexact matching algorithms such that genomes can be searched without scanning the reference, hence offering faster queries than
other state-of-the-art data structures while using less memory during the search. MuGI requires less memory than RCSI to build the index but its search algorithms can only handle mismatches while RCSI also supports insertions and deletions. Also, MuGI considers that variants are provided as input, which allows to keep the reference non-indexed while RCSI computes the subsequence matches itself by indexing the reference.

The **Journaled String Tree** (JST) [60] is another data structure for indexing similar genomes based on encoding genome variants with respect to a reference. The novelty of this work is that it can be “plugged-in” with existing sequential pattern matching algorithms instead of proposing a new search method. A JST is composed of a reference and an array of *branch-nodes* representing variants of one or multiple genomes forming branches with respect to the reference. Each genome is referentially compressed as a *journaled string* consisting of an insertion buffer and a binary search tree. The insertion buffer is a string which is the concatenation of genome subsequences not present in the reference (insertions). The binary search tree maintains positions and lengths of inserted or shared subsequences with respect to the reference. Pattern matching algorithms scanning a sequence in a left-to-right manner can be used in combination with the JST: as soon as a branch-node occurs in the reference, the state of the search algorithm is saved for later processing and the algorithm processes the occurring branch that is extracted from the corresponding journaled strings. Experiments with exact and inexact pattern matching algorithms show better running time and memory consumption compared to a naive scheme where sequences are processed in a sequential manner. However, MuGI shows better performance during the search, mainly due to its fully indexed search, while JST supports only sequential search.

Self-indexes, like the FM-Index [61] and the CST, are data structures that compress and index data while providing random access to the indexed data as well as pattern matching functionalities. Mäkinen et al. [62] introduced a new family of self-indexes [63] for storage, retrieval, and search of highly similar sequence collections. The central idea of this approach is that previous self-indexes could not capture the high similarity of multiple sequences that differ only by few variants. Hence, the newly proposed family extends existing self-indexes to achieve greater compression than the high-order entropy of the sequence collection. The approach is then used to introduce new basic structures, including an advanced suffix array sampling scheme, that are adapted afterwards to a CST. This representation of a collection of highly repetitive sequences uses $O(n \log N + \omega \log^2 N)$ bits on average in which $N$ is the total length of the collection, $n$ is the length of the reference, and $\omega$ is the total number of mutations. Exact pattern matching of a pattern $P$ is achieved in $O(|P| \log N)$ time. The provided basic structures require each sequence to be
pairwise aligned with the reference of the collection to provide basic query operations.

**BWBBLE** [64] builds an augmented reference by including all variants detected between a set of genomes to a reference. For this purpose, a linear augmented reference is built and its Burrows-Wheeler Transform (BWT) [65] is computed such that it can then be used by an aligner based on the FM-Index. SNPs are handled by making use of the International Union of Pure and Applied Chemistry (IUPAC) nucleotide code in which each symbol represents either one nucleotide or multiple possible nucleotides. More complex variants such as indels (insertions or deletions) are linearized: One of the indels is incorporated in the augmented reference and its surrounding characters in the augmented reference are padded to the extremities of the other indels. These other indels are then concatenated to the augmented reference using a special separation symbol. Exact and inexact matching algorithms with the augmented reference use an extension of the BWT-based backward search that handles IUPAC nucleotide symbols. As a IUPAC nucleotide symbol can represent multiple nucleotides, a query can match several different substrings in the augmented reference and, thus, different suffix array intervals. While being more accurate with the augmented reference than BWA with a single reference [66], the aligner is slower and uses significantly more memory.

The **Positional Burrows-Wheeler Transform** (PBWT) [67] is another data structure based on the BWT to represent a haplotype sequence collection with \( w \) binary allelic variable sites for efficient haplotype matching and compact storage. The proposed algorithms derive first a reverse prefix ordering of the sequences instead of the classical lexicographic ordering of suffixes in the suffix array. This new ordering ensures that locally maximal sequences are adjacent. Consequently, forward search of the sequences can be used to find all set-maximal matches from a new sequence or a sequence from the collection. Both matchings can be computed in linear time, \( \mathcal{O}(w) \) time in the former case and \( \mathcal{O}(wN) \) in the latter case with \( N \) being the total length of the sequence collection. The PBWT is highly compressible and uses the FM-Index for the forward search.

### 3.2 Alignment-Based Methods

**Panseq** [68] is an online tool for pan-genome analysis relying on Pairwise Sequence Alignment (PSA), Multiple Sequence Alignment (MSA), and Local Sequence Alignment (LSA) for its different modules described in the following. The **Novel Region Finder** module extracts novel regions out of a set of input sequences by iteratively adding them to a database if there are no PSA matches with sequences already in the database. The **Core and Accessory Genome Finder** module eliminates first the singleton genome of the input sequences by creating a pool of input sequence segments that match at least two genomes. Segments are then broken into
fragments of user-specified length such that an LSA determines if they are part of the core or accessory genome. Core genome sequences are built for each input sequence by concatenating its core genome fragments. The core genome is provided as an MSA of the core genome sequences while the accessory genome is provided as a binary matrix indicating the presence of each fragment in the input sequences. Finally, the Loci Selector module constructs a locus set based on the unique number of fingerprints and the discriminatory power of the loci among the input sequences.

The Harvest suite [69] uses a variant of whole genome alignment for rapid core genome extraction of highly similar microbial genomes (≥ 97% average nucleotide similarity). The suite is composed of two tools: Parsnp for core genome MSA and Gingr for dynamic visualization of large scale MSA as well as core genome Single Nucleotide Polymorphism (SNP) tree exploration. The first tool relies on the fact that core genome MSA has a lower complexity than MSA because it focuses only on regions shared by all genomes. Parsnp starts by indexing an input genome using a CST which is then queried with the remaining genomes in order to identify in a first step multiple Maximum Unique Matches (multi-MUMs) present in all input genomes and in a second step Locally Collinear Blocks of multi-MUMs. Gaps between collinear multi-MUMs are then aligned. Additional post-processing steps are performed to filter out unreliable SNPs and build the core genome SNPs tree. Parsnp was compared to whole-genome alignment methods, k-mer based methods, and read mapping methods. Results show that its accuracy is a compromise between whole-genome alignment methods and read mapping methods but depends on the input data (draft or finished assemblies). However, Parsnp has the advantage to run in a small fraction of the other methods’ running times.

Nguyen et al. [70] formulated the pan-genome construction problem as a genome rearrangement problem in which the arrangement and orientation of sequence alignment blocks for a set of genomes partitioned by homology must be optimized. Its complexity has been shown to be NP-hard and a heuristic using Cactus graphs [71] was provided.

### 3.3 Graph-Based Methods

The Variant-based Graph (VG) representation of a collection of genomes was introduced in the tool GenomeMapper [72] for sequence alignment against multiple genomes. This representation follows a similar principle as reference indexing methods with the exception that the underlying data structure does not index variants with respect to a reference but instead implements a fully indexed multi-genome reference in the form of a graph. GenomeMapper fragments each input genome into blocks of equal length maintained in a block table. Blocks corresponding to shared regions in the genomes are stored only once and each block is connected to its neighboring blocks, thus forming a graph in which bubbles are
formed by blocks of divergent sequences. In addition, a $k$-mer hash-based index is built to map each $k$-mer occurring in the input genomes to a list of blocks and positions in the blocks. This index is used to identify seeds for the alignment.

The Generalized Compressed Suffix Array (GCSA) [73, 74] is a self-index data structure which indexes an MSA of genomes into a finite automaton. The latter is encoded using a generalization of the BWT to finite automata, achieving in the expected case for a constant-size alphabet $A$ an $O \left( n \cdot \left( 1 + \frac{|A|}{\omega} \right) \log(n) \right)$ bits representation. Possible applications are read alignment, split-read alignment using splicing graphs, probe and primer design as well as alignment to assembly graphs. GCSA has been improved into GCSA2 [75] which is the core data structure of a VG toolkit, vg [76], providing sequence alignment and read mapping over a multi-genome reference using the seed-and-extend paradigm.

HISAT2 [77] is a VG alignment tool for populations of genomes based on HISAT [78]. It uses a Hierarchical Graph FM-Index (HGFM) composed of a main Graph FM-Index (GFM) based on GCSA to represent the general population of genomes and a large number of small GFMs, each representing a small genomic region.

PanCake [79] is an extension of string graphs, known from genome assembly [80], which achieves compression based on PSA. PanCake graph vertices represent a reference subsequence and a set of tuples called feature instances. Such a tuple contains a chromosome identifier, the position of a subsequence located in the identified chromosome and similar to the reference subsequence, as well as compressed information necessary to reconstruct the subsequence. Feature instances from the same chromosome are ordered in a doubly linked list, such that the entire chromosome can be reconstructed by iterating over the list and concatenating the reconstructed subsequences. New genomes to be inserted in the data structure are pairwise aligned with the chromosomes already inserted in the graph. One application of PanCake graphs is core and singleton genomes extraction: Singleton regions are the vertices that contain a unique feature instance, while core regions are the vertices containing at least one feature instance from every genome stored in the graph.

### 3.4 de Bruijn Graph Based Methods

A de Bruijn graph (dBG) is a directed graph $G = (V, E)$ in which each vertex $v \in V$ represents a $k$-mer, a string of length $k$ over an alphabet $A$. A directed edge $e \in E$ from vertex $v$ to vertex $v'$ representing $k$-mers $x$ and $x'$, respectively, exists if and only if $x[2...k] = x'[1...k-1]$. Each $k$-mer $x$ has $|A|$ possible successors $x[2...k] \circ a$ and $|A|$ possible predecessors $a \circ x[1...k-1]$ with $a \in A$ and $\circ$ being the concatenation operator. Note that in the original definition of the dBG, all possible $k$-mers for an alphabet $A$ are represented in the graph. However, the definition of dBG used in the computational biology literature is less strict and only a
subset of all possible \( k \)-mers are represented in the graph. These \( k \)-mers are extracted from the sequences the dBG is built from. A usual step following the dBG construction is to *compact* it in order to decrease the memory requirements and simplify the graph for further analysis. Hence, a dBG is compact if all of its maximal non-branching paths of \( \eta \) vertices are merged into single vertices representing words of length \( k + \eta - 1 \). As building a compacted dBG requires to build the uncompacted dBG first, much attention has been focused on algorithms enabling the direct construction of the compacted dBG without its uncompacted counterpart.

**SplitMEM** [81] makes use of the dBG to extract shared regions of a set of similar genomes. The algorithm directly builds the compacted dBG in \( \mathcal{O}(N \log g) \) time and \( \mathcal{O}(N + |G|) \) space with \( g \) being the length of the longest genome and \( |G| \) the size of the compacted dBG. To this end, SplitMEM exploits the relations between dBG and suffix tree [82] with the use of *suffix skips*, a generalization of *suffix links* that allow to connect internal vertices of a suffix tree by trimming multiple characters at the beginning of a suffix. The augmented suffix tree allows to identify first all *maximum exact matches* (MEMs, i.e. MUMs without the cardinality constraint) of length at least \( k \) in the genomes. As MEMs can overlap and be nested, they are split using suffix skips in order to build the set of *repeatNodes*, substrings occurring at least twice in the pan-genome. Then, *uniqueNodes*, unique substrings of the pan-genome that link repeatNodes, as well as outgoing edges for each vertex, are identified. Core or accessory genome extraction can be performed with core genome defined as subsequences of the pan-genome occurring in at least 70% of the indexed genomes.

Baier et al. [83] improved SplitMEM with two algorithms, one using the CST and the other using the BWT. The CST algorithm follows the same two steps as SplitMEM: first, identifying repeatNodes based on left and right maximality of repeats, then identifying uniqueNodes that link repeatNodes, as well as edges of the graph. It runs in \( \mathcal{O}(N) \) instead of \( \mathcal{O}(N \log g) \) time, as suffix skips are not required to identify repeatNodes and a non-comparison sorting algorithm is used to identify uniqueNodes and edges of the dBG. Instead, the BWT algorithm computes the complete compacted dBG in a single backward pass over the pan-genome and runs in \( \mathcal{O}(N \log |A|) \) for an alphabet \( A \).

**TwoPaCo** [84] is a highly parallel method to build the compacted dBG of many similar whole genome sequences. It reduces the problem of finding maximal non-branching paths in the dBG to finding in the input sequences the positions of *junctions*, \( k \)-mers that are branching and \( k \)-mers that start or finish an input sequence. For this purpose, the algorithm considers first a set of candidate junction positions in the input sequences. For each such position \( i \), the two \( (k + 1) \)-mers starting at positions \( i \) and \( i - 1 \) are inserted into a data structure \( D \). Then, each such position \( i \) is processed
again by querying $D$ for all possible successors and predecessors of the $k$-mer starting at position $i$. If the $k$-mer has an edge in-degree of 1 and an edge out-degree of 1, it is not a junction. TwoPaCo uses this method in a first pass with a Bloom filter (BF) [85] as data structure $D$ to be memory efficient and select the candidate junction positions. Those positions are then used as input for the second pass with a hash table as data structure $D$ to remove the false positive junctions generated by the BF. Because the two-pass method can still be memory intensive, $k$-mers are divided into partitions and the two-pass method deals with each partition once at a time. The expected running time is $O(Nf + k \cdot ([G] + \sigma \phi \psi))$ with $f$ being the number of hash functions used in the BF, $\sigma$ being the number of non-junctions in $G$, $\phi$ being the probability of a non-junction to be a false positive and $\psi$ being the average number of times a false positive junction occurs in an input sequence. The expected memory is $O(\text{Max}(m, k \cdot (\delta + \sigma \phi)))$ with $m$ being the number of bits in the BF and $\delta$ being the number of junctions.

BCALM [86] and by extension its highly parallel version BCALM 2 [87] are methods to compact efficiently the dBG from reads and whole genome sequences. The approach used is the inverse of the one of TwoPaCo: Instead of identifying junction $k$-mers, BCALM 2 progressively compacts the dBG such that junction $k$-mers naturally arise from it. In BCALM 2, $k$-mers are first partitioned in clusters with regard to their minimizer [88], the smallest of their $p$-mers with $p < k$. Each $k$-mer $x$ is attributed to the cluster corresponding to the minimizer $\min_p$ of its prefix $x[1,k − 1]$. It is also attributed to the cluster corresponding to the minimizer $\min_s$ of the suffix $x[2,k]$ if $\min_p \neq \min_s$. This ensures that $k$-mers with the same left or right minimizer are in the same cluster. Then, the clusters are compacted in parallel based on their respective $(k − 1)$-length overlaps and minimizers. Each such compaction produces a set of strings with each string of length $k + \eta − 1$ being the compaction of $\eta$ $k$-mers. Each compacted string of cluster $\min$ might have a left (reciprocally right) lonely end, a $(k − 1)$-length prefix (reciprocally suffix) for which $\min$ is not the minimizer. These strings are candidates to merge with strings of other clusters in a reuniting step. Note that TwoPaCo and BCALM 2 build the compacted dBG of single or multiple genomes, but neither index the dBG nor store the dataset identity from which the $k$-mers originate.

The usage of colored de Bruijn graphs (cdBGs) in a pan-genome context was introduced by the de novo assembler Cortex [89]. A cdBG is a dBG $G = (V, E, C)$ in which $C$ is a set of colors such that each vertex $v \in V$ maps to a subset of $C$. In a pan-genomic context, colors of the cdBG represent genomes in which the $k$-mers occur. Cortex can perform assembly of single genomes and populations of genomes that scale to eukaryotic genome sizes, and its algorithms can genotype simple and complex
variants. Bubble calling and path divergence algorithms make extensive use of the colors to aggregate information from different samples and accurately identify the variant types. The cdBG data structure of Cortex is a hash table in which hashed $k$-mers are associated to various information such as colors and coverage.

The Bloom Filter Trie (BFT) [90] is an alignment-free, reference-free and incremental succinct data structure for large scale indexing and querying of a pan-genome represented with a cdBG. It allows to efficiently index, compress, and traverse a cdBG built from reads or whole genome sequences. The BFT is based on the burst trie [91] such that a path from the root to a leaf represents a $k$-mer associated with a set of colors. Vertices of the BFT store lists of containers that are of two types. Uncompressed containers index $k$-mer suffixes associated with their colors and have a limited capacity of suffixes. When the $k$-mer suffix capacity of such a container is exceeded during the insertion process, the container is burst: shared prefixes of the $k$-mer suffixes are indexed in a new compressed container that replaces the uncompressed one. The shared prefixes are linked to their corresponding suffixes and associated color sets stored in new uncompressed containers, themselves stored in new child vertices. Bloom filters enable an efficient navigation among the containers and optimize the cdBG traversal by grouping together $k$-mer neighbors. To the best of our knowledge, BFT is the only data structure among the dBG methods for pan-genome indexing that can be dynamically updated with new genomes without the need to rebuild partially or entirely the index. The BFT proposes additional features to cdBG traversal such as sequence querying, $k$-mer extraction and prefix matching over the set of indexed $k$-mers. Experimental results show better time and memory performance compared to another state-of-the-art data structure based on an approximate representation of $k$-mer sets [92]. The BFT is the core data structure of a dynamic read compression tool named DARRC [93] for pan-genome read storage.

Vari [94] is also a succinct data structure for indexing a pan-genome as a cdBG. It uses the BOSS representation [95] of succinct dBGs based on an adaptation of the FM-Index. The BOSS representation of a dBG $G$ is defined by the edge-BWT of $G$ and two bitvectors. The edge-BWT of $G$ is the sequence of edge labels sorted according to the edges’ co-lexicographic order of their starting nodes. The bitvectors register the positions of specific edges for each node. Vari builds the BOSS representation of the union of individual dBGs and stores additionally a two-dimensional binary array containing the colors of each edge. Vari was compared to Cortex on multiple sets of similar whole genome sequences by constructing the cdBG and performing a bubble calling algorithm. Results show that Vari outperforms Cortex regarding the memory efficiency while Cortex is the most time efficient algorithm.
4 \textit{k-Mer Based Methods}

As \(q\)-gram indexes, also called \(k\)-mer indexes, require large amount of memory and are often used for sequence alignment purposes, Claude et al. [96] proposed two compressed \(q\)-gram indexes dedicated to highly repetitive sequence collections. The first method divides a sequence collection of total length \(N\) into blocks of length \(l\) and establishes an index that associates every occurring \(q\)-gram to a list of blocks in which it appears. The sequence collection is encoded using a grammar-based compressor that can efficiently encode long repetitions and provides linear time decompression. Lists of blocks are first delta-encoded to limit the size of each number in the list. Then, each number is encoded using a variable-length encoding technique that assigns a shorter encoding to smaller numbers. Finally, LZ-77 [97] compresses the previously encoded list to take advantage of its internal repetitions. Search time for a \(q\)-gram is in \(O\left(N \cdot \left(1 - \left(1 - \frac{1}{N}\right)^{occ}\right)\right)\) average time and \(O(\text{Min}(l \cdot \text{occ}, N))\) worst-case time, with \(occ\) being the occurrence number of a searched \(q\)-gram. The second proposed index is a grammar-compressed self-index based on a Straight-Line Program (SLP), a grammar generating a unique string. Indexing a collection of sequences based on SLPs of minimum size can achieve some compression, but computing it is an NP-complete problem. Instead, the authors proposed to use a grammar-based compressor that does not exactly generate an SLP but provides a good heuristic for this problem. This self-index requires \(\gamma \cdot \left(\log r + \log \gamma + \frac{\log N}{\log |A|}\right) + r \cdot (3\log r + \log N)\) bits where \(\gamma\) is the length of the final compressed stream, \(r\) is the number of rules, and \(A\) is the grammar used. Worst-case running time is in \(O((q \cdot (q + \log N) + \text{occ})\log N\log r)\).

The \textbf{Sequence Bloom Tree} (SBT) [92] is a data structure for large scale querying of genomic experiments. It is designed as a binary tree with BFs as vertices. Leaves of the tree approximately represent genomic experiments: \(k\)-mers are extracted from each such experiment and inserted into the BF of the corresponding leaf. An internal vertex is the union of its two children BFs, i.e., a BF in which a bucket is set to 1 if the bucket at the same position in at least one of the two children is 1. As BFs generate false positives, leaves do not represent dBGs but approximations of \(k\)-mer pools instead. Although the BFs’ size must be the same for all vertices of the tree, BFs are compressed using RRR [98] such that over-sized BFs have a higher compression ratio. An SBT is queried with a pattern \(P\) by decomposing it into \(k\)-mers which are in turn used to query the SBT in a top-down manner. For each vertex \(v\) of an SBT \(t\) traversed during the querying, the subset of \(k\)-mers that are present according to the vertex BF is determined. This subset is then used to query \textit{children}(v, t). It enables to prune the search for branches that do not contain the queried \(k\)-mers. A match of
pattern \( P \) in a genomic experiment represented by leaf \( v \) is reported if
\[
\theta \cdot (|P| - k + 1) \text{ \( k \)-mers from } P \text{ are reported present in } v \text{ with } 0 \leq \theta \leq 1 \text{ being a user-defined threshold. Because of the false positives and the heuristics used for the pattern matching, the number of experiments in which } P \text{ occurs is a subset of the ones reported by the SBT.}
\]

## 5 Conclusion

With the development of high-throughput sequencing technologies, pan-genome studies evolved towards analyzing large-scale datasets. This chapter gave an overview of a variety of pan-genome tools established so far. Based on the input, the tools can be separated into gene- and sequence-based. Relying on predicted coding sequences, gene based tools trigger pan-genome analysis by searching for orthologous genes between the set of genomes. While some tools introduce their own orthology criteria, others use established orthology prediction algorithms. Based on the assignment, the pan-genome’s gene sets are derived, for which the tools offer several downstream analysis options. The other tool set is purely sequenced based, avoiding the requirement of available annotations and the choice of orthology criteria. In order to detect shared sequences, different approaches are conducted. While some tools use sequence alignment to find similar sequences, others build the pan-genome by choosing one reference and indexing the other genomes based on the reference. Graph-based tools use information of shared sequences with not only a reference but also more sequences. The last presented subset of tools use a de Bruijn graph to represent a pan-genome and are alignment-free and reference-free. All of these tools facilitate pan-genome analysis and cover different spectra of functionalities. While some focus more on reducing memory usage and runtime to maintain large datasets, others offer functional analysis modules allowing to gain biological knowledge of the dataset.
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Comparative Genomics for Prokaryotes
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Abstract

Bacteria and archaea, collectively known as prokaryotes, have in general genomes that are much smaller than those of eukaryotes. As a result, thousands of these genomes have been sequenced. In prokaryotes, gene architecture lacks the intron-exon structure of eukaryotic genes (with an occasional exception). These two facts mean that there is an abundance of data for prokaryotic genomes, and that they are easier to study than the more complex eukaryotic genomes. In this chapter, we provide an overview of genome comparison tools that have been developed primarily (sometimes exclusively) for prokaryotic genomes. We cover methods that use only the DNA sequences, methods that use only the gene content, and methods that use both data types.
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1 Introduction

This chapter addresses the following situation: a scientist is interested in studying the genomes of a group of bacteria and/or archaea (prokaryotes), usually several species in a genus or several strains of a single species. These genomes may have been recently sequenced, or the dataset may also include publicly available genomes. The scientist has phenotypic information about the strains of interest. Phenotype here means laboratory observations, for example results of various kinds of biochemical tests, behavior in growth media, or host-pathogen interactions. Usually, the researcher has selected the strains or species to study based on differences in these phenotypes, and she or he would like to know what is the genomic basis for the observed phenotypic differences. This chapter presents an overview of methods that allow researchers to determine what are the genomic differences between the genomes selected, so that this information can then be interpreted in light of what is known about the phenotypes of these organisms.
In addition to the genome sequences, most methods to be described in this chapter require that genomes be annotated. We briefly describe the process of genome annotation.

We will assume that each genome to be studied is complete. This means that there are no gaps in the genome sequence, and that the overall quality of the sequence is very good, meaning that the probability of sequencing errors is less than 1 in 10,000 base pairs, and all bases have been called (no Ns). Nowadays, most prokaryote genome sequencing projects do not generate complete genomes; the norm has become the draft sequence (which typically contains dozens or hundreds of gaps, in addition to more sequencing errors than are normally expected in complete genomes). We discuss the implications of having draft genome sequences to the methods to be discussed in Subheading 8.

There are basically two steps to the genome annotation process: gene finding and function assignment. The gene finding process aims to predict the sections of the genome that contain genes. For the case of protein-coding genes, this typically means determining the coding sequence of the gene: where does it start (the translation start) and where does it end (the translation stop). Coding sequences are always Open Reading Frames (ORFs), but the converse is not necessarily true. Despite this asymmetry, it is common to find papers in the literature that describe a genome as having so many ORFs, when they in fact mean so many coding sequences, or more accurately, coding sequences of predicted protein-coding genes. There are many programs available that do a good job in predicting protein-coding genes in prokaryotic genomes; three of the most popular are prodigal [1], glimmer [2], and geneMark [3].

In addition to protein-coding genes, genomes include a variety of other kinds of genes. Among these are the ribosomal RNA genes (rRNA), transfer RNA genes (tRNA), and other noncoding RNA genes. In this chapter we focus on protein-coding genes. It should also be noted that the biological entity gene is not restricted to a coding sequence. A gene will have other components, such as a promoter region, a transcription start site, and transcribed but untranslated regions. However, the vast majority of comparisons (in the case of prokaryotes) focus on the coding sequences of genes.

Once coding sequences have been predicted, the function assignment step seeks to predict the function of the coded proteins. Typically, this is done by complex automated pipelines, which try to associate various kinds of information with a coding sequence, generally using the technique of sequence similarity across various sequence databases. If successful, the end result is that the coding sequence will be associated with a reasonably specific protein product description (e.g., chromosomal replication initiator protein) and with a short gene name or gene symbol (e.g., dnaA). Good pipelines store the provenance of these annotations (also known as
annotation evidence) so that it can be verified by human curators, should the need arise.

For any given gene, the annotation pipeline may not succeed in assigning a function. This can happen for basically two reasons: (1) the gene sequence is similar to other gene sequences in the database, but none of these other sequences has a known function. In these cases the product description is typically given as conserved hypothetical protein. (2) The gene sequence is not sufficiently similar to any other known sequence in the databases used (“no-hits”). In this case, the product description is given as hypothetical protein. However, this nomenclature is not standard. The databases are full of hypothetical or conserved hypothetical protein-coding genes annotated as “unknown protein,” “unnamed protein product,” and other similar terms.

Annotation pipelines are available in two modes: by a locally installed program and in web platforms. A local annotation pipeline is a program or collection of programs that can be downloaded and run on local computers. In this category a popular package is Prokka [4]. A web platform is an annotation system available on the web, which requires users to upload their unannotated genomes to a given server, and request that it be annotated. Among web platforms we mention NCBI [5], IMG [6], and RAST [7]. For users intending to submit their annotated genomes to GenBank, the NCBI pipeline has the advantage that its annotations conform to NCBI standards (for obvious reasons), thus possibly speeding up the submission process.

With a set of annotated genomes, it is possible to determine their gene families. This means clustering the genes in the various genomes in groups that we call homolog or ortholog families. Having these families is an essential step for the methods to be described next.

## 2 Gene Content Comparison Based on Orthology

The simplest comparison that can be done for a set of genomes with their gene families in hand is to verify which genomes have genes in which families. This can be readily done putting together a presence/absence gene matrix (or gene table), as illustrated by Table 1.

It is straightforward to generate such a table from the output of a program that computes ortholog groups for a given set of genomes. A graphical representation of such tables is Venn diagrams. A Venn diagram is a graphic way to represent set relationships; an example is given in Fig. 1. Venn diagrams can be generated from presence/absence tables in packages such as R [8]. Even though Venn diagrams are easier to understand than a presence/absence matrix, they are only useful to represent gene content relationships for at most a handful of genomes. Above that, Venn diagrams
become progressively more complicated. The reason is that the number of regions in a Venn diagram grows exponentially with the number of participating sets: a Venn diagram of \( n \) sets has \( 2^n - 1 \) regions. For example, if we want to display gene family relationships for 10 genomes (not a large number of genomes to compare), the corresponding Venn diagram would have to display \( 10^{10} - 1 = 1023 \) regions.

**Table 1**

Schematic representation of a presence/absence gene matrix. Genomes are represented in columns, and gene families are represented in rows

<table>
<thead>
<tr>
<th>Gene</th>
<th>Genome</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

**Fig. 1** Illustration of a gene content Venn diagram for three hypothetical genomes A, B, and C. The numbers inside each region indicate the number of genes contained in that region. For example, the region that represents the intersection of all three circles contains 1234 genes, meaning that the three genomes share these many genes. The region representing the intersection of genomes B and C contains 215 genes: these are the genes that B and C share that are absent from A. Genome A on the other hand has 45 genes that are specific to it with respect to the other two genomes.
For comparisons of a large number of genomes (above 10 or so) in terms of their gene families a specialized tool is needed. One such tool is described next.

2.1 OrthologSorter

OrthologSorter is an automatic pipeline to compare genomes in terms of their protein-coding gene content, created by the authors. It is based on a relational database coupled with a user-friendly graphical interface; it thus provides a powerful platform to determine presence/absence of genes in up to several dozen genomes.

As input, the user needs to provide a folder containing all predicted proteins of each genome (usually .faa files such as the ones provided by NCBI) and a configuration file (example shown below). The whole pipeline (Fig. 2), contains three main steps:

2.2 Step 1: Building the Database of Genes, Genomes and Families

This step first takes as input all .faa files and runs an all-against-all Blastp [9] comparison of protein sequences in all genomes. The result of the Blastp run is used as input to OrthoMCL [10] in order to find protein families.

With all predicted protein files, all families found by OrthoMCL, and the configuration file (provided by the user) in hand, OrthologSorter builds a simple MySQL database with three tables, namely genome, gene, and family. The first holds information about each genome, including a binary (0/1) column that tells whether the genome is to be considered an outgroup. The gene table keeps information about each predicted protein gene, including the protein sequence itself, its product, the genome where the protein came from and its family, if any.
2.3 Step 2: Building the Web Pages

In this step the pipeline reads the database and builds two customized files to be used by the user to make further queries. The first is an HTML form, where the user can compare genomes in terms of presence/absence of genes in the families. In this form the user is given a choice for genome representation in the output: no representation (i.e., only families without this genome represented will be displayed); with at least one gene; with exactly one gene (this is useful to obtain families with one-to-one orthologs only), or don’t care (meaning that this genome will not be considered when searching for families). Figure 3 shows an example of the web form for eight species of the genus *Bacillus*.

This step also generates a Perl script, customized for the database created and for the data (title and URL) informed in the configuration file. Given the name of the project (for example, *myproject*), this name is used to name the database, and to name the Perl script. Two folders are automatically generated. One should be copied to the directory where the Apache server can run executable files and the other is where web pages are located (in most Linux machines they should be placed (assuming “myproject” as a name) in /usr/lib/cgi-bin/myproject/ and /var/www/myproject/, respectively).

The main goal of the Perl script is to create MySQL query statements to find families according to the choices made by the user in the web form. After deciding which families satisfy the criteria chosen by the user, a list of families is created and for each one of those families a query is called in order to get its information.

The query below shows the resulting SQL query to find family 228 in the *Bacillus* example (one of the families containing exactly one gene of each genome):
select gene_gi,gene_product,gene_sequence,gene_genome from cereus.gene where gene_family = 228 order by gene_genome.

Figure 4 shows some of the families found with this query.

2.4 Step 3: Building the Species Tree

Given the configuration file, the protein FASTA files, and the database built in Step 1 (Subheading 2.2), OrthologSorter can automatically build a species tree using a supermatrix approach [11]. In this method it is necessary to avoid paralogs, so the pipeline selects gene families that contain exactly one gene from each ingroup genome, allowing zero or one gene from each outgroup genome. A multiple alignment of the proteins present in each family is generated using MUSCLE [12]. When there is no gene from a specific outgroup genome in the family, a row of spaces is used in the alignment to represent it. GBlocks [13] is then used to remove poorly aligned positions and divergent regions of each alignment. After this clean-up step, all alignments are concatenated and the concatenated alignment is fed as input to RAxML [14], which builds an unrooted phylogenetic tree, using by default the PROTCATJTT substitution model, with rapid bootstrapping (100 replicates) and subsequent Maximum Likelihood search. The tree is generated in Newick format. This Newick file is then given to NJplot [15] to generate a PDF file. Figure 5 shows the tree obtained for the set of eight *Bacillus* species, using *B. pumilus* SAFR 032 as an outgroup.

All the steps described above are easily managed by the user. Only two command-line calls are necessary. The first builds the

---

![Fig. 4 Example output of the tool OrthologSorter. In this example, 1580 families were found (for the same genomes shown in Fig. 3). Here we show descriptions for three families](image-url)
database and the website; the second builds the tree. The user may skip some substeps. For instance, if the user provides the results of the all-against-all Blastp comparison (which is usually the computational bottleneck), OrthologSorter can start with the OrthoMCL step. The same applies to the OrthoMCL result itself; if provided, the tool starts the pipeline with the database building step. These bypassing tricks are automatic; the user only needs to place the Blastp and/or OrthoMCL results in the right subfolders.

OrthologSorter is available for download from http://git.facom.ufms.br/bioinfo/orthologsorter.git.

Fig. 5 Phylogenetic tree resulting from the final step in the OrthologSorter pipeline
2.5 False Negatives and False Positives in Gene Content Comparisons

As noted in the Introduction, gene content comparison depends crucially on genome annotations. Because genome annotation is an imperfect process, regardless of the tool used, it is important to take into account two basic kinds of errors: missing (unannotated) genes (false negatives); and false predictions (false positives).

Missing genes are gene predictions that should have been made (because the corresponding genes do exist) but for some reason were not. This means that the content of a given cell in the presence/absence matrix is listed as absent, when in fact it should be listed as present (this error is particularly probable when there are draft genomes in the set under study; more on this in Subheading 8). False predictions are the opposite error: the gene is listed as present, when in fact it should be listed as absent. Both kinds of errors are inevitable, and one thing that can be done to minimize their occurrence is to ensure that the same automated pipeline is used to annotate all genomes of interest. This may be more difficult to implement than it may appear at first, especially if the genome set contains a mixture of publicly available genomes, and genomes that are not yet public. In these cases, it is likely that the publicly available genomes have been annotated with one pipeline, whereas the nonpublic genomes may have been annotated with another pipeline. We recommend that, whenever feasible, all genomes be annotated or reannotated with the same pipeline. In addition, it is good practice to examine manually “suspect” cases, such as presence or absence of genes that deviate from a given expectation or from some known pattern. For example, in Table 1 we see that genome B is the only one that does not have gene 2; this suggests that gene 2 may be a missing prediction in B. On the other hand, genome D is the only one to contain gene 5; this may be an indication that gene 5 is a false prediction. The evidence for the latter case would be weak, since we know from numerous genome reports over the years that it is still the case that almost every new genome will contain genes found in it and in no other genomes (so-called orphan genes). But it is also true that the majority of false predictions are found among such genes.

Note, finally, the following. Genome analysis papers usually refer to specific genes by their locus tags; these are gene identifiers and label specific physical locations in genomes. Every genome housed in GenBank has genes identified by locus tags. If one were to reannotate a public genome to ensure uniformity in annotation methods (as suggested above), then new locus tags would be generated, different from those publicly available. This may create some confusion. This can be mitigated by creating a correspondence table between newly generated locus tags and public ones.
3 Pan/Core Genome Analysis

Another kind of genome comparison that can be done with gene families is the pan and core genome analysis. The concept of pan genome analysis was introduced by Tettelin et al. [16], and it soon became an important tool in comparative genomics. A useful review of developments over 10 years after the introduction of the concept is given by Vernikos et al. [17] (but see also [18]).

Pan and core genomes are defined over a given set of genomes of interest, usually defined as strains of a species or species of a genus. A pan genome is defined as the set of distinct gene families that have been observed in any genome of the genomes being compared. The core genome is defined as the set of distinct gene families that have been observed in all genomes being compared. In other words, in order to belong to the core genome, a given gene family must be present in all genomes in the group.

These concepts can be easily understood by reference to a Venn diagram (Fig. 1). The pan genome is the union of all observed gene families (all regions in the Venn diagram); the core genome is the intersection of all observed gene families (the central region in the Venn diagram). In the case of the example of Fig. 1, we would have a core genome with 1234 genes, and a pan genome with \(1234 + 129 + 337 + 215 + 45 + 68 + 23 = 2051\) genes.

There is a third related concept, which is known as the variable or accessory genome. This refers to gene families that do not belong to the core genome. For example, the region in Fig. 1 that represents the genes that are present in genomes A and B, but that are absent from genome C (containing 129 genes) would be part of the variable or accessory genome of these three genomes. The biological interpretation of these concepts is as follows. The core genome represents gene content that can be said to define members of the group under study: every member of the group must have these genes. The pan genome represents the universe of gene families that can be found in members of the group; and the variable genome represents those gene families that define subgroups within the large group, and potentially can be associated with phenotypic traits of interest that differentiate the members of a given subgroup from the rest.

The concepts of pan and core genomes seek to describe a given group of organisms, for which usually we have only a sample of individuals. It may be the case that the sample we have is not representative of the group, in which case the results may not be conclusive. Take for example the genus Xanthomonas. When we want to compute and describe its pan genome we will be restricted to available complete genomes in this genus, and this is just a small sample of the entire natural repertoire of species in this genus. Therefore, pan and core genomes are usually shown not by Venn
diagrams or presence/absence tables, but by curves in graphs, which show the variation in pan and core genome size as more and more individual genomes are added to the computation (Figs. 6 and 7). We now describe the method to compute these curves. We will use a toy example with just four genomes: A, B, C, and D, and the computation of its pan genome.
In Fig. 6 the $x$ axis in the graph contains axis points representing the possible subsets of the genomes being considered. $X$ axis point one corresponds to subsets of one genome. Because in our example we have four genomes, we will have four data points. The $y$ value for each of those points corresponds to the number of genes in each of the genomes. $X$ axis point two corresponds to subsets of two genomes. There are six such subsets: $\{A,B\}$, $\{A,C\}$, $\{A,D\}$, $\{B,C\}$, $\{B,D\}$, and $\{C,D\}$. The $y$ value for each such subset corresponds to the sum of distinct gene families in the two genomes in that subset (the set union). $X$ axis point three corresponds to subsets of three genomes. There are four such subsets: $\{A,B,C\}$, $\{A,B,D\}$, $\{A,C,D\}$, $\{B,C,D\}$, and the same reasoning applies. Finally, $x$ axis point four corresponds to subsets of four genomes, and there is just one such subset, which is the entire set itself: $\{A,B,C,D\}$. Its $y$ value corresponds to the sum of distinct gene families in all of the genomes, that is, the pan-genome of $\{A,B,C,D\}$. The core genome (Fig. 7) would be computed in a similar fashion, except that for each data point we must compute the intersection of gene families for the given subset, rather than the union.

One complicating issue in computing pan and core genomes is how to account for paralogs. Should paralogs be counted only once or should they be counted more than once? For example, in defining the number of genes contained in genome $A$ alone, it appears that we should count all of its genes, including paralogs. But when we want to determine the union of genes present in $A$ and $B$, we are faced with the following problem. A gene family in which both $A$ and $B$ have representatives should be counted only once, even if each genome has more than one representative in it (i.e., paralogs). What about a gene family with paralogs present only in $A$? Should we count it once or more than once?

Figure 8 represents schematically an example with an unspecified number of genomes (could be dozens, hundreds, or thousands). It allows us to introduce two other important concepts.
in pan genome analysis, which are the open and closed pan genomes. An open pan genome is one in which the addition of new genomes always increases the size of the pan genome (upper curve in Fig. 8); a closed pan genome is one in which the addition of any new genome, after a certain number, will not increase the size of its pan genome (lower curve in Fig. 8). In other words, for an open pan genome, every new genome sequenced will likely show the presence of genes not seen before in the group; whereas in a closed pan genome, if we have reached the upper limit, we will have seen all gene families that can possibly exist for that genome group. In order to determine whether a pan genome is closed or open we need to undertake a curve-fitting regression analysis on the pan genome data points (the medians for every computation point in the x-axis). If using a power law to do the regression, then the curve will have the general form $n = cN^{-\alpha}$, where $n$ is the number of genes in the pan genome, $N$ is the number of genomes being considered, $c$ is a constant, and $\alpha$ is the exponent determined by the regression. If $\alpha$ is less than or equal to one, then the pan genome is open; otherwise it is closed. An example of an open pan genome is that of *Escherichia coli* (more than 16,000 genes [19]); an example of a closed pan genome is *Bacillus anthracis* (about 3000 genes [20]).

The computation of pan and core genome curves by the method described can become computationally prohibitive for a large number of genomes, because the number of subsets of $n$ objects grows exponentially with the number of objects ($2^n$). Therefore, practical methods approximate this computation; we refer the reader to [17] for details.

A nice program for the computation of pan genomes is Get_Homologues [21]. Get_homologues uses 3rd party programs for computing orthologous groups. Once these have been computed, scripts in the package compute the pan and core genomes, as well as provide estimates for the core and pan genome sizes based on models given by Snipen et al. [22]. Another pan-genome analysis program is Roary [23]. Roary does not depend on 3rd party software, requires all input genomes to be from the same species, but is able to handle up to 1000 genomes even on a regular desktop.

## 4 Gene Content Comparison in Terms of Function

In the Introduction we mentioned that the second basic step of genome annotation is function assignment, and that one of the results is the association between a gene sequence and a protein product description together with a gene name or gene symbol. Given two or more annotated genomes, we describe here methods that allow comparison in terms of gene function.
A simple comparison can be readily achieved if some protein function description system, such as subsystems [7] or COG [24], has been used in gene annotation. For example, Fig. 9 illustrates two pie-charts giving subsystems functional annotations for two bacterial genomes. In this case the comparison is making use of functional categories available in subsystems. In general, functional comparisons can be made based on orthologous relationships as long as the resource that provides the ortholog families does include functional information associated with each family.

Fig. 9 Functional classification of two bacterial genomes based on RAST subsystems. Clostridium thermocellum (also known as Ruminiclostridium thermocellum) is a firmicutes bacterium first isolated in Yellowstone National Park, which is used as a model for studies in lignocellulose degradation [38]. Azotobacter vinelandii is a soil gammaproteobacterium capable of nitrogen fixation [39]. C. thermocellum is a sporulating bacterium, whereas A. vinelandii is not. This difference is evident from a comparison of the two pie charts, under category “Dormancy and sporulation”
The actual implementation of this method can be seen as simple binning, i.e., for each genome in the set to be compared, count how many genes it has in category A, how many in category B, and so on. For this method to be correctly employed it is of course necessary that the same annotation pipeline be applied to all genomes being compared; note that it is not sufficient that all genomes be annotated with subsystems or COGs, because, for example, two different annotation pipelines might both be using the COG system, but assign COGs to protein sequences in not exactly the same way.

The method sketched above could also use the Gene Ontology (GO) [25]. The GO project is ambitious in scope, having as aim the “unification of biology” in terms of a controlled vocabulary (the GO terms) and relationships between the various terms. It is a hierarchical system, having at the top three terms: molecular function, biological process, and cellular component. All other terms in the system are the “children” or descendants of these three terms. Every term receives an identifier. For example, GO:0030254 denotes the term “protein secretion by the type III secretion system.” Note however that COGs and GO are different entities. GO is an ontology; it does not prescribe how its terms should be associated with actual gene products, as is the case with COGs. In fact, GO has a long list of evidence codes that seek to cover all possible ways in which a GO term can be associated with a protein product, one of them being “Inferred from Direct Assay” (IDA) and another being “Inferred from Sequence or structural Similarity” (ISS). Over the years there have appeared in the literature several programs that seek to automatically associate protein sequences with GO terms; one of the most popular is the commercial program Blast2GO [26].

The reader should bear in mind that GO was initially developed having in mind eukaryotic model organisms, such as *Saccharomyces cerevisiae* (baker’s yeast), *Caenorhabditis elegans* (a worm), *Drosophila melanogaster* (a fruit fly), and *Mus musculus* (the mouse). Even though more than 16 years have passed since GO was launched, it is still the case that COGs are a better system for the annotation of prokaryote genomes, for the simple reason that COG was initially developed as a functional classification system for prokaryote annotation.

Regardless of which system is used, genome comparison in terms of function may need to employ a functional enrichment analysis tool. These are tools that can do a statistical analysis of annotations as categorized by COGs or GO terms and determine whether certain functions or functional categories are statistically enriched in certain genomes compared to others. For GO, functional enrichment analysis is one of the tools provided by the program Blast2GO.
5 Whole Genome Alignments

Another important and useful way to compare genomes is to align them. Sequence comparison or alignment is a venerable subject in bioinformatics, and is arguably the problem that created this field. Here, we will briefly describe the problem in the context of whole genomes, and briefly describe tools to obtain whole genome alignments.

First, we need to define what we mean by whole genome. Because in this chapter we are dealing with prokaryotes only, we will adopt the simplifying assumption that a genome is a bacterial chromosome. A bacterial chromosome for the purposes of this section can be understood as a long (i.e., about 5 million bp) linear DNA sequence (the case of circular sequences is dealt with at the end of this Section).

Conceptually, whole genome alignment is also sequence alignment; thus in theory any sequence alignment algorithm could be used to compare whole genomes. However, the length of whole genomes, even when restricted to bacterial chromosomes, makes the use of certain sequence comparison algorithms impractical; under this category are all algorithms based on dynamic programming, of which the best known example is the Smith-Waterman algorithm (whose description can be found in textbooks, for example [27]). This means that, from a computational perspective, whole genome alignment and protein (or short DNA) sequence alignment are two different problems.

Another distinction that needs to be made is that between the pairwise alignment case and the multiple (three or more genomes) alignment case. The comparison of two sequences can be seen as a special case of the comparison of \( n \) sequences, meaning that an algorithm for the multiple case can be used to compare two sequences; however, such an approach would be highly undesirable, because it would not take into account the simplifications available for the case of \( n = 2 \), both in theory and in practice.

With these preliminaries covered, we can now describe the pairwise case, followed by the multiple case.

5.1 Pairwise Alignments

The goal in this case is to obtain the alignment of two whole genomes. The result is often displayed graphically, as shown in Fig. 10. However, any pairwise alignment tool should also generate a coordinate file, in which we can examine the alignment in much greater detail than would be possible in a low-resolution graphical display.

Whole genome alignment programs use a technique first pioneered by BLAST [9], and generally known as the seed-and-extend method. The idea is to determine short sequences (between, say, 10 and 30 bp) that are shared and identical by the two genomes in a
very efficient manner; the result of this step is a collection of short alignments, or seed alignments. In a second step the algorithm seeks to extend these seeds into longer alignments, perhaps connecting those that are close enough. Because the first step usually dramatically decreases the space of possible alignments, it is possible to use more refined (and therefore slower) techniques for this second step, such as running the Smith-Waterman algorithm on the two sequences that are between two previously found seed alignments.

Among the available programs for whole genome pairwise alignment, one of the most popular is MUMmer [28]. The seed alignments in MUMmer are called Maximal Unique Matches, or MUMs. The program finds them thanks to a very efficient manner; the result of this step is a collection of short alignments, or seed alignments. In a second step the algorithm seeks to extend these seeds into longer alignments, perhaps connecting those that are close enough. Because the first step usually dramatically decreases the space of possible alignments, it is possible to use more refined (and therefore slower) techniques for this second step, such as running the Smith-Waterman algorithm on the two sequences that are between two previously found seed alignments.

Fig. 10 Whole genome pairwise alignment between the chromosomes of *Xanthomonas citri* subsp. *citri* strain A306 (x axis) and *Xanthomonas campestris* pv. *campestris* strain 8004 (y axis). This alignment was obtained with the nucmer script of program MUMmer. Every dot in the diagram is a MUM. Red dots represent MUMs that match in the same strand on both genomes; whereas blue dots represent MUMs that match in opposite strands. The X-pattern seen in this figure means that one genome underwent a chromosomal inversion with respect to the other [40].
implementation of the suffix tree data structure [29]. As a result, MUMmer is very fast, being capable of aligning two average-size (4 Mbp) bacterial chromosomes on a standard desktop computer in less than a minute. The alignment shown in Fig. 10 was created with MUMmer.

YOC [30] is a more recent program for pairwise whole genome alignment. It employs a simpler algorithm than that of other similar programs, and its authors claim that, as a result, YOC is easier to use and parameterize. However, YOC can only align genomes that are known to be basically collinear, i.e., without translocations.

5.1.1 How to Deal with Circularity

Most bacterial chromosomes are circular, but are represented as linear sequences in computer files. It is a convention that the starting point of a linear sequence representing a circular bacterial chromosome should be at the origin of replication, or close to it (when the precise location of the origin is not known). Because different research groups will in general use different strategies to predict the origin of replication, when comparing two circular chromosomes represented linearly it is generally best to execute a preprocessing step to ensure that their starting point is “the same.” One way to deal with this is to run the same program to predict the origin of replication on both genomes, and re-linearize them both based on results. This assumes that the genomes are close enough phylogenetically that the origin of replication region is conserved for these genomes. Another strategy assumes that one of the genomes (say, genome A) was linearized based on a good origin of replication prediction. Then one can align A with B, and determine where in genome B is the alignment with base 1 from genome A; and then re-linearize B based on that information. This would be the strategy to linearize a newly assembled genome based on an alignment with a reference genome.

5.2 Multiple Alignments

In terms of computational requirements, whole genome multiple alignment is a much more complex problem than the pairwise case. This means that aligning ten bacterial genomes will in general require much more than simply five times more time and memory than aligning two genomes of the same length. Nevertheless, it can be done, again using variations of the seed-and-extend technique already mentioned. The program MAUVE [31] is currently perhaps the most powerful and versatile program for multiple whole genome alignment. One of its most popular features is a nice graphical interface. An example alignment obtained with MAUVE can be seen in Fig. 11.
Ortholog Alignments and Synteny

An important concept in the comparison of whole genomes is synteny. In a genomic context, synteny means conservation of gene order. That is, we will say a genome region $g$ in genome $A$ is syntenic with a genome region $h$ in genome $B$, if each gene present in region $g$ has a corresponding ortholog in $h$, and all genes in $g$ appear in the same order as the genes in $h$. We say that regions $g$ and $h$ form a syntenic block. When comparing one or more genomes, it is important to look for synteny, because syntenic blocks generally represent conserved blocks, that is, genome sections that have not undergone internal rearrangements since the most recent common ancestor of the genomes being compared; this conservation in turn may suggest functional evolutionary constraints that are worth knowing about.

The detection of synteny can be done with the whole genome alignment programs that we discussed in the previous section. Any aligned region containing more than one gene will very likely be a syntenic block. However certain syntenic blocks may be missed by these programs, as we now explain.

Fig. 11 Three-way chromosome alignment of Xanthomonas citri subsp. citri strain A306 (first row), Xanthomonas campestris pv. campestris strain 8004 (second row), and Xanthomonas citri subsp. citri strain Aw12879. The alignment was obtained with program MAUVE. The colored blocks are alignment regions, or local collinear blocks in the MAUVE terminology. The inversion noted in the pairwise alignment of Fig. 10 is clearly visible here as well, although in a different representation. The alignment also makes clear that the two citri strains have more rearrangements between them than either one has with the campestris strain, a fact, given the taxonomy, somewhat surprising.
The program MAUVE requires as input nucleotide sequences; it bases its comparison on nucleotide sequence similarity. If a pair of orthologs is sufficiently diverged, MAUVE will likely miss it (i.e., display their region as not aligned because it is not similar enough); a whole syntenic block may be missed if this divergence applies to all genes in the block. MUMmer is less susceptible to this problem because it provides a script called promer that allows for the comparison of translated nucleotide sequences.

An entirely different approach that can in principle deal with this problem is to compare the genomes not in terms of their nucleotide sequences, but in terms of orthology relationships. This can be done as follows (assuming a pairwise alignment). First, we have to determine the orthology relationships between the protein-coding gene sets in the two genomes. Then, treating each pair of orthologs as a symbol, and assigning each non-ortholog a separate and different symbol, we align the two genomes using a standard alignment algorithm (such as Smith-Waterman), treating each genome as a sequence of these symbols. Syntenic blocks will then be the resulting aligned regions. An example of such an alignment can be seen in Fig. 12.

To our knowledge there is no public tool that will accept user-provided genomes and generate ortholog alignments. But both the IMG platform [6] and PATRIC [32] offer the possibility of

![Fig. 12 An ortholog alignment between a small section (20 kbp) of five Xanthomonas genomes obtained with the IMG system [6]. Each line represents one genome, and the arrows represent genes. Orthologous genes are represented with the same color. It is clear that there is a syntenic block in the central region of this alignment. To the left and right of this region there is less conservation. The alignment was generated by requesting the genomic neighborhood of Xanthomonas axonopodis pv. citri str. 306 gene with locus tag XAC1046, which is annotated as an isocitrate dehydrogenase. The other genomes that appear in the alignment are chosen automatically by the IMG tool.](image-url)
visualizing a pile-up of genomic neighborhoods, once a specific gene in a given genome present in their databases is chosen. Depending on how much conservation of order there is either downstream or upstream of the chosen gene, the neighborhood may contain a syntenic block.

7 Single-Value Whole Genome Comparison

Another useful way to compare whole genomes is by computing a value that summarizes their similarity or distance. The concept of sequence distance is in a certain mathematical sense the opposite of sequence similarity: two identical sequences have 100% identity and zero distance. Sequences that are not identical have similarity as measured by % identity that is less than 100%, and their distance will be greater than zero. A rigorous mathematical analysis of similarity and distance can be found in [27].

Single-value genomic comparisons are most useful when we want to obtain a simple and general picture of the relationships between several genomes, without resorting to full-blown alignments. Usually, this is done by computing all pairwise distances for the genomes of interest, thereby creating a genome distance matrix. Depending on the situation, this matrix by itself can already be quite informative. It can also be used to reconstruct a phylogeny, by feeding it to a distance-based phylogeny reconstruction algorithm such as neighbor-joining (as implemented, for example, by MEGA [33]).

Here, we describe two practical implementations of genomic distance. The reader should keep in mind that each of these methods adopts a different concept of genomic distance, and therefore they are not comparable.

The first method is called MUMi, or MUM index [34]. It is based on the concept of MUM (explained above) and the program MUMmer. The distance formula is simply

\[ \text{MUMi} = \frac{1}{1 + \frac{L_{mum}}{L_{av}}} \]

where \( L_{mum} \) is the sum of the lengths of all nonoverlapping MUMs and \( L_{av} \) is the average length of the two genomes being compared. By this definition MUMi values are always in the interval [0,1], with values close to one meaning that the genomes are quite dissimilar. MUMi values are computed by a simple perl script provided in the supplementary information in the cited paper. The MUMi paper contains the result that most species within a genus are generally at a MUMi distance of 0.9–1 from each other; this indicates that MUMi is most effective when comparing different strains rather than different species, although this result will vary depending on genus.
The second method we mention is called Genome Blast Distance Phylogeny (GBDP), first proposed in a 2005 paper [35], and subsequently refined, most recently in [36]. GBDP is a much more sophisticated genome distance measure than MUMi, since it seeks to be a rigorous in silico replacement for DNA–DNA hybridization wet-lab experiments, and hence the basis for a genome-based taxonomy gold standard for bacteria and archaea. Among other features, GBDP in its latest incarnation allows the computation of confidence intervals on the computed values. It is possible to perform GBDP comparisons on the developers’ website (http://ggdc.dsmz.de).

8 Draft Genomes: How Incompleteness Affects Comparisons

As stated in the introduction, we assumed that genomes being compared are complete. However, nowadays the vast majority of sequenced prokaryotic genomes are made available only in draft format. Usually, the deposited sequences of draft genomes are the result of automated assembly, without any curation, which may therefore contain incorrectly assembled contigs. Hence, when the genomes to be compared include some in draft format, care must be exercised. Here we outline a few precautions, considering the methods we have covered.

For gene-content comparison, the obvious caveat is that one needs to be very careful about statements pointing to the absence of genes in draft genomes, for the obvious reason that those apparently missing genes might be there, but were missed in the sequencing process. For precisely this same reason, draft genomes may be a particular concern when computing pan and core genomes. Unless draft genomes are in a “near finished” status, meaning that there is confidence that a small fraction (less than 1%) of the genome is missing, they should not be used in pan/core computations.

For whole genome alignments, draft genomes can be a problem, especially if the number of contigs is large. Some useful information can still be obtained by pairwise alignment of draft genomes; the program MUMmer for example can readily compare two draft genomes, and will provide detailed results on how contigs align to one another.

9 Conclusion

We currently live in the age of the genomic revolution. In the not too distant future there will be more than a million prokaryotic genomes available for study and comparison. Fortunately, there has been a parallel revolution in the development of computational tools to compare all these genomes. This chapter has presented a
glimpse of what is available. The authors hope that this sample will provide students and researchers with an entry point into the exciting world of prokaryote genome comparisons.
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Abstract

In the “big data” era, research biologists are faced with analyzing new types that usually require some level of computational expertise. A number of programs and pipelines exist, but acquiring the expertise to run them, and then understanding the output can be a challenge.

The Pathosystems Resource Integration Center (PATRIC, www.patricbrc.org) has created an end-to-end analysis platform that allows researchers to take their raw reads, assemble a genome, annotate it, and then use a suite of user-friendly tools to compare it to any public data that is available in the repository. With close to 113,000 bacterial and more than 1000 archaeal genomes, PATRIC creates a unique research experience with “virtual integration” of private and public data. PATRIC contains many diverse tools and functionalities to explore both genome-scale and gene expression data, but the main focus of this chapter is on assembly, annotation, and the downstream comparative analysis functionality that is freely available in the resource.
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1 Introduction

The Pathosystems Resource Integration Center (PATRIC) is the all-bacterial Bioinformatics Resource Center (BRC) http://www.patricbrc.org [1]. Established by the National Institute of Allergy and Infectious Diseases (NIAID), PATRIC provides researchers with an online resource that stores and integrates a variety of data types [e.g., genomics, transcriptomics, protein–protein interactions (PPIs), three-dimensional protein structures, and sequence typing data] and associated metadata. The PATRIC website is primarily organism-centric, with various levels of genomic data and associated information related to each included organism. While the PATRIC homepage lists the 22 watch list genera for easy access to
data associated with many pathogenic species, compilation and organization of all relevant data for “All Bacteria” are standardized according to bacterial (NCBI) taxonomy, with options for viewing sets of genomes within the hierarchical bacterial tree.

With an emphasis on consistency in comparative genomic analysis, PATRIC has standardized annotation of all available bacterial genomes using the RAST (rapid annotation using subsystems technology) system \[2, 3\]. All of the 114,000+ genomes in PATRIC (March 2016) have been annotated using RAST \[2, 3\], which facilitates the ease of comparative analysis. In addition to the RAST-based annotations, PATRIC preserves and provides the historical annotations present at GenBank (RefSeq), allowing researchers to compare differences between the two. Summaries of the different data types (genes, RNAs, etc.) from both PATRIC and RefSeq annotations are available across different taxonomic levels, and also provided for both genomes and for individual genes.

PATRIC has expanded its research capabilities by now offering new services that include assembly and annotation pipelines, and allows researchers to compare their private data to all the public data currently available using a suite of analysis tools. PATRIC also provides pipelines for RNA-Seq, metabolic modeling, and a new variation service. The ability to take raw data, run it through appropriate pipelines, and then “virtually integrates” it with all the public data found in the resource provides PATRIC users with a powerful analysis experience.

Here, we describe two of the new PATRIC services that allow researchers to upload and assemble their raw reads, and then annotate them using the RASTtk pipeline. We then demonstrate how researchers can analyze their private genomic data with the analysis tools that PATRIC provides, including the Proteome Comparison and Protein Family Sorter comparative analysis tools.

### 2 Material

New services in PATRIC allow researchers to take their raw reads from a variety of sequencing machines and produce an annotated genome. The specific services include a variety of options for assembly of reads as well as a pipeline to annotate those reads. The newly annotated genome, which can only be seen by the researcher who submitted it, can be compared to up to nine genomes by BLASTP using PATRIC’s Proteome Comparison tool, or up to 400 genomes using the Protein Family Sorter. This allows researchers to do a more fine-detailed analysis comparing a few genomes, or a broad reaching analysis that looks for patterns shared across hundreds of genomes.
3 Methods

3.1 Assembling a Genome at PATRIC

There are a variety of programs that can be used to assemble the reads that are produced from sequencing machines into contigs or chromosomes, but these can require an advanced programming ability that research biologists are sometimes lacking. To meet this need PATRIC allows researchers to assemble short reads that are single or paired (typically from Illumina machines), and also long reads from PacBio or Nanopore [4] machines. PATRIC provides several assembly tools and pipelines, the results of which are downloaded into a researcher’s private workspace.

Below is the methodology showing the assembly for single reads using the default assembly method.

3.1.1 Locating the Assembly Service App

1. At the top of any PATRIC page, find the Services tab (Fig. 1).
2. Click on Genome Assembly.
3. This will open up the Assembly landing page where researchers can submit long reads, single or paired read files (Fig. 2).

3.1.2 Uploading Sequence Reads and Submitting a Paired-Read Assembly Job

Many paired read libraries are given as file pairs, with each file containing half of each read pair. Paired read files are expected to be sorted in such a way that each read in a pair occurs in the same Nth position as its mate in their respective files. These files are specified as READ FILE 1 and READ FILE 2. For a given file

---

Fig. 1 The homepage for the all-bacterial bioinformatics resource center, PATRIC (www.patricbrc.org) with the Services and Tools tabs that provide access to pipelines and tools for data analysis.
pair, the selection of which file is READ 1 and which is READ 2 does not matter.

1. To upload a fastq file that contains paired reads, locate the box called “Paired read library.”
2. The reads must be located in the workspace. To initiate the upload, first click on the folder icon that follows the text box underneath READ FILE 1.
3. This opens up a window where the files for upload can be selected. Click on the upload icon that has an arrow pointing up.
4. This opens a new window where the file you want to upload can be selected. Click on the blue bar that is labeled “Select File.”
5. This will open a window that allows you to choose files that are stored on your computer. Select the file where you stored the fastq file on your computer.
6. Once selected, the name of the file will be auto-filled under the words File Selected. You can see it in the screenshot below. Click on the Upload Files button that you will see at the bottom of the window.

7. This will auto-fill the name of the document into the text box below READ FILE 1 in the Paired read library box.

8. Repeat steps 2–5 to upload the second pair of reads.

9. To finish the upload, click on the icon of an arrow within a circle that you will see in the upper right corner of the Paired read library box. This will move your file into the Selected libraries box that you will see in the adjacent panel.

3.1.3 Uploading Single Reads and Submitting an Assembly Job

1. To upload a fastq file that contains single reads, locate the box called “Single read library.”

2. If the reads have previously been uploaded, click the down arrow next to the text box that occurs below the words “Read File.”

3. This opens up a drop-down box that shows all the reads that have been previously uploaded into the user account. Click on the name of the reads of interest.

4. This will auto-fill the name of the document into the text box that occurs below the words “Read File.”

5. To finish the upload, click on the icon of an arrow within a circle that you will see in the upper right corner of the Single read library box. This will move your file into the Selected libraries box that you will see in the adjacent panel, where it is ready to be assembled.

3.1.4 Selecting the Right Parameters for an Assembly Job

1. The last step of the assembly process is filling in the metadata parameters that define where the assembled contigs are placed in the workspace. PATRIC offers several different assembly strategies that can be viewed by clicking on the down-arrow following the text box under Assembly Strategy in the Parameters box.

   - The **auto** assembly strategy runs BayesHammer [5] on short reads, followed by three assembly strategies that include Velvet [6], IDBA [7], and Spades [8], each of which is given an assembly score by ARAST, an in-house script.

   - The **fast** assembly strategy runs MEGAHIT [9] and Velvet, with each assembly given a score determined by ARAST.

   - Users can also choose the **full spades** strategy, which runs BayesHammer followed by Spades.

   - Choosing **kiki** runs the Kiki assembler, an in-house script.
- Illumina MiSeq reads should be assembled using **miseq**, which runs Velvet with hash length 35, and then BayesHammer on reads and assembles with SPAdes with k up to 99, followed by a score using ARAST.

- The **smart** strategy can be used for long or short reads. The strategy for short reads when using **smart** involves running BayesHammer on reads, Kmergenie [10] to choose hash-length for Velvet, followed by the same assembly strategy using Velvet [6], IDBA [7], and Spades [8]. Assemblies are sorted with an ALE score [11] and the two best assemblies are merged using GAM-NGS [12].

- PacBio and Nanopore long reads only work with the auto and smart strategies. In either case, they are automatically assembled using MiniASM [13].

2. First time assembly users will have to create a folder to hold the assembly jobs. Click on the folder icon that is next to the text box under the words OUTPUT FOLDER.

3. In the window that pops up, click on the folder icon.

4. In the available text box, enter the name for the new folder, then click the OK button at the bottom right of the box.

5. This will auto-fill the name of folder that the assembly job will be stored in.

6. The next step is to assign the name of the assembly. Enter the name into the text box below OUTPUT NAME.

7. To compare the PATRIC assembly to a known assembly, click on the down-arrow next to the text box under BENCHMARK CONTIGS and follow the same upload instructions Subheadings 3.1.2 or 3.1.3 above.

### 3.1.5 Submitting the Assembly Job

1. To submit the job, click on the Assemble button that is in the bottom center of the window.

2. If the job was submitted successfully, a message that says “Assembly Job has been queued” will appear above the Assemble button.

3. To check the status of the assembly job, click on the Jobs indicator at the bottom right of the PATRIC page. This is to the right of a box that indicates the number of uploads.

4. Clicking on Jobs box opens the Jobs Status page, where researchers can see the progression of the assembly job as well as the status of all the previous service jobs that have been submitted.
3.2 Genome Annotation in PATRIC

The Genome Annotation Service uses the RAST tool kit (RASTtk) [3] to provide annotation of genomic features. All genomes in PATRIC have been annotated with this service, and researchers can submit their own private genome to the annotation service, where it will be deposited into their private workspace for their perusal.

3.2.1 Locating the Annotation Service App

1. At the top of any PATRIC page, find the Services tab.
2. Click on Genome Annotation.
3. This will open up the Annotation Service landing page (Fig. 3).

Genome Annotation

Annotates genomes using RASTtk.

### Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CONTIGS</td>
<td></td>
</tr>
<tr>
<td>DOMAIN</td>
<td>Bacteria</td>
</tr>
<tr>
<td>TAXONOMY NAME</td>
<td>e.g. Bacillus Cereus</td>
</tr>
<tr>
<td>TAXONOMY ID</td>
<td></td>
</tr>
<tr>
<td>MY LABEL</td>
<td>My identifier123</td>
</tr>
<tr>
<td>OUTPUT NAME</td>
<td>Taxonomy + My Label</td>
</tr>
<tr>
<td>GENETIC CODE</td>
<td>11 (Archaea &amp; most Bacteria)</td>
</tr>
<tr>
<td>OUTPUT FOLDER</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 3 The genome annotation landing page where researchers can annotate assemblies they have generated in PATRIC, or that have been assembled elsewhere.
3.2.2 Uploading Contigs and Submitting an Annotation Job

1. Researchers can upload contigs from an assembly job completed in PATRIC, or from an external source. To submit a PATRIC assembly for annotation click on the down arrow that follows the text box underneath the words CONTIGS.

2. This will open up a drop-down box that will show all the assemblies that are currently in the researcher’s private workspace. Click on the one of interest to upload it. The name will then appear in the text box beneath the word CONTIGS.

3. Researchers must assign a taxonomy rank for their genome. They can either enter the NCBI taxonomy id (http://www.ncbi.nlm.nih.gov/taxonomy) for their organism, or begin typing the name. Entering the taxonomy id number in the box below TAXONOMY ID will show the id number, and will also fill the matching taxon name in the text box under TAXONOMY NAME. Conversely, researchers can begin typing the name under TAXONOMY NAME. A list of names that match the entry will appear below the text box, and clicking on one will fill the taxon name text box and also the taxonomy id. The RAST pipeline works best when genomes are assigned a taxonomy ID at the level of genus or lower.

4. Researchers must provide a specific label for their genome, like a strain name that will serve as a unique identifier. Enter that name under the words MY LABEL. The combination of the taxonomy name and the unique identifier will be combined and appear in the text box under the words OUTPUT NAME.

5. Assign a genetic code to be used in the annotation. The PATRIC annotation pipeline provides two genetic codes, one for most bacteria and archaea (Genetic code 11), and one specifically for Mycoplasma, Spiroplasma and Ureaplasma (Genetic code 4). The default is set for bacteria and archaea, and “11 (Archaea and most Bacteria)” is seen in the text box under the words GENETIC CODE. To select the alternate code, click on the down arrow at the end of the text box that is under the words GENETIC CODE. To select the alternate code, click on the down arrow at the end of the text box that is under the words GENETIC CODE, then click on “4 (Mycoplasma, Spiroplasma and Ureaplasma).”

6. Assign an Output Folder. Click on the down arrow that follows the text box underneath OUTPUT FOLDER.

7. This will open up a drop down box that shows all folders available. Researchers can create a new folder, or have the annotation job loaded into an existing folder. To place the job in the Annotations folder, click on that name.

8. The Annotations name will appear in the text box under Output Folder when successfully selected.

9. Start the annotation job by clicking on the Annotate button at the bottom center of the page.
10. A message will appear below the box to indicate that the job is now in the queue that says “Annotation Job has been queued.”

3.2.3 Checking the Status of the Annotation Job

1. Click on the Jobs indicator at the bottom right on the PATRIC page.
2. This will open the Jobs Status page where researchers can see the status of their annotation job. The statuses of all the service jobs that have been submitted to PATRIC are also available.

3.3 Exploring Private Genomes in PATRIC

3.3.1 Locating a Privately Annotated Genome with Global Search

1. Enter the name of the private genome in the Global Search text box at the top left of any PATRIC page (under the words PATRIC) and hit return. This opens the Search Results page that is divided into Features, Genomes, Taxonomy, and Experiments. If named specifically, the private genome should be on the first page of the Search results.
2. Clicking on the genome name will open the landing page for that genome. The information on this page includes the size and number of genes as well as several tabs (Fig. 4a).

3.3.2 Genome Browser

Clicking on the Genome Browser tab will open up the genome browser (Fig. 4b). Private genomes show only the PATRIC annotation, but public genomes also display the RefSeq annotation. If the genome is in multiple contigs, the browser will load the first contig. To explore different contigs, researchers will need to click on the down arrow in the blue band at the top of the browser, which will open up a list of the available contigs. Scroll down that list to choose the contig of interest, and clicking on the name will reload the browser with that information.

3.3.3 Circular Viewer

PATRIC provides a circular viewer that will show all contigs together from an assembly (Fig. 4c). The closer a genome is to being closed, the better this image will look. The image, using Circos [14] technology, includes the coding sequences (CDS) on the forward and reverse strands, the RNA genes, GC content, and GC skew. Users can upload custom tracks or their own data, resize the image, and download it as a publication quality scaled vector graphic (svg).

3.3.4 Feature Table

1. The tab for Feature Table contains information about all the features annotated on a genome, from CDS to RNAs, pseudogenes and miscellaneous features. Most of the public genomes include RefSeq or alternate locus tags, but these are not seen in private genomes.
2. Filters on top of the table allow users to narrow down the table display by Feature Type (ex. tRNAs, CDS or pseudogenes) or Annotation (PATRIC or RefSeq). A Keyword search allows users to find specific genes. To do this, enter specific text
3. The results of the filtering can be saved. Clicking on the box in front of the PATRIC ID (first column) auto-selects all the genes in the table. Users can use the check boxes to also select individual genes.

4. Click on the folder icon in front of Add Feature(s). This opens a pop-up window. To create a group, click on the down arrow that follows the word “None” in the text box. This will open up a drop down box that allows you to create a new group. To create a new group, click on the line that says “Create New Group.” Then type in a name to identify the group in the text box below the words “Add to genome.” To save that group, click on the Save to Workspace button at the bottom of the pop-up box.

(names or locus tag) in the search box and click on the Filter Table button. This will filter the table to show genes that match the terms used.

Fig. 4 Information available for genomes that have been annotated using PATRIC. (a) The genome landing page. (b) Genome browser. (c). Circular view of the genome. (d) Pathway summaries. (e) Specialty gene page where researchers can filter on genes in their genome that are associated with virulence, antibiotic resistance, drug targets, or human homologs.
3.3.5 Specialty Genes

The Specialty Genes tab shows all the features in a genome that have homology to genes previously identified as having specific properties (Fig. 4d). PATRIC BLASTs all the genes in the annotated genome against specific databases that contain genes identified as virulence factors (The Virulence Factor Database [15, 16], PATRIC virulence factors [17], and Victors, which is part of the Phidias database [18]), which are involved in antibiotic resistance (the Antibiotic Resistance Database [19] and the Comprehensive Antibiotic Resistance Database [20]), have been used as drug targets, or are human homologs. The left side of this page contains a filter to narrow the results, and a table listing the results on the right.

1. To see this specific evidence, use the filter. Click on the Virulence Factor property. There are three databases to choose from (Victors, PATRIC_VF, and the Virulence Factor Database [VFDB] [16]). Both PATRIC and Victors provide PubMed IDs that show direct links to the evidence. Click on Victors under Source.

2. This will resort the table to show all the genes in the genome that have homology to genes in the Victors database. To see more information about those individual genes, click on the PubMed link. This will open up a new page that shows the paper(s) that are the base of that evidence.

3.3.6 Pathways

1. PATRIC maps genes with functional evidence to the pathways they belong to. The source of pathway information comes from the Kyoto Encyclopedia of Genes and Genomes (KEGG) [21, 22], to which PATRIC maps protein data. To find the pathway data for a private genome, users should click on the Pathways tab.

2. The top of the Pathways table has a filter that allows researchers to filter the table on the Pathway Class, the Pathway Name, Enzyme Commission (EC) Number, or Annotation type (PATRIC or RefSeq annotation). Click on the down arrow in the box that follows the “Pathway Name” and this will open up a list of pathway names. Scroll down to find a pathway name of interest (ex. “Benzoate degradation via hydroxylation”). Click on that, and the table will show that single pathway. To see the pathway map, click on the name in the table that you can see in the second column with the header “Pathway Name.”

3. This will open up a page that shows a list of the EC Numbers on the left side, and the KEGG pathway map on the right. Green boxes correspond to the EC numbers on the left side of the page. White boxes indicate EC numbers that are not present in this genome.
3.3.7 Protein Families

1. PATRIC has three types of protein families. The oldest, called FIGFams, contain isofunctional homologs. Two new sets of protein families, called PATtyFams [23], are assembled from the function-based groups into families by the use of k-mers and a Markov Cluster algorithm (MCL) [24, 25]. Click on the Protein Families tab. There is a filter on the left and a table on the right that lists the protein families, their IDs, Product Description, and statistics on the amino acids contained across your selection on the right. For individual genomes, these statistics will be limited.

2. As with the Feature Table mentioned above, use the filter to search for specific protein families. This will filter on the name of the family, which is not necessarily on the product description of the individual genes, so the results from the Feature Table and the Protein Family table will not match exactly. To find specific genes, enter a gene name or product description (NOT a locus tag) in the filter box in the left panel and then click the filter button at the bottom of the left panel. This will filter the results to show the protein families in the table on the right that match the search.

3.3.8 Literature

The literature tab opens up a page that shows a filter on the right, and on the left, a list of publications relevant to the taxonomic level. For privately annotated genomes, it assembles recent publications at the genus level.

1. Use the filters on the right side to refine the search by clicking on specific keywords that are available in the left panel under the heading “By Keyword.” This will filter the publications to a list that matches the selection.

3.4 Protein Family Analysis: Creating Genome Groups

Once researchers have found genomes or data of interest, PATRIC allows them to create groups based upon their selections. User-specified groups of genomes are an important precursor to many of PATRIC’s sophisticated analysis tools. To save these groups, PATRIC provides registered users with a private workspace that includes the ability to form and retain groups of genomes or proteins for later reference. This is especially useful as researchers sometimes must take considerable efforts to locate genomes or proteins that they are interested in comparing, and would like to be able to return to where they left off in the analysis without starting from scratch. These saved datasets are especially useful for researchers working on publications, or merely checking alignments or IDs of data of interest.
3.4.1 Creating a Group Using PATRIC’s Global Search

1. Enter select text into the search box as seen in the screenshot below and hit return. This will open the Search Results page that is divided into Features, Genomes, Taxonomy, and Experiments. The results returned for Genomes are indicated.

2. To see all the results, click on the number that follows “Genomes” in the central panel. This will open up a page that contains all the genomes that were returned by the search parameters. Users will see a filter on the left side of the page, and a table with a list of genomes on the right side.

3. Find the genome that you want to save to a group and click on the box in front of it. You can click as many boxes as you want to include in the group. This will open a header on the top of the table that allows you to save a group of genomes. To create a group that contains the genomes, click on the Add Genomes button at the top left of the table.

4. This will open up a pop-up window. To create a group, click on the down arrow that follows the word “None” that you can see in the text box. This will open up a drop down box that allows users to create a new group, or to add genome to an existing group. To create a new group, click on the line that says “Create New Group” then type in a unique name for the group in the text box. To save that group, click on the Save to Workspace button at the bottom of the pop-up box.

3.4.2 Creating a Group with Public and Private Genomes by Taxonomy

1. Enter a genus, species, or taxon name in the global search box and return. This will open up the Search Results page that is divided into Features, Genomes, Taxonomy, and Experiments. Scroll down to the bottom of the page to find the results returned for Taxonomy and click on that taxonomic level of interest.

2. A landing page for that taxonomic designation will open. Across the top of the page there are a number of tabs. Click on the Genome List Table.

3. A page will open that contains a list of all the genomes within at that taxonomic level, and a filter on the left can be used to narrow the search. At the top of the filter users can select freely available in PATRIC (denoted as Public), or those they have annotated that are in their workspace (denoted as Private) by clicking on the box in front of the word. This will change the table to only show the genomes that meet that designation.

4. Researchers can select one or more of the genomes by clicking on the box in front of the name in the central table. To save the selection to a group, click on the Add Genomes button in the Workspace box immediately above the genome names at the top of the table.
5. This will open up a pop-up window. To create a group, follow the steps in Subheading 3.4.1, step 4.

6. Once saved, the table view will return to where more genomes can be selected. To select from the genomes that are freely available in PATRIC, click on the box in front of the word “Public.” This will resort the table to show all the genomes that meet that criterion under the taxon level you have chosen.

7. To find complete genomes, click on the box in front of the word “Complete” (in the filter on the left side underneath the words “Genome Status”) and this will resort the table to show all the complete genomes.

8. To select all the complete genomes click on the box in front of “Genome Name” at the top left of the table. This will select all the genomes in the table. To save those genomes to a group, click on the Add Genomes button at the top of the table.

9. To add these genomes to a group that has been previously created click on the down arrow that follows the word “None” that you can see in the text box. Scroll down the list of names until the group of interest is located and click on it. This will auto-fill the text box with the name of the genome group. To add the new genomes to this group, click on the Save to Workspace button at the bottom of the pop-up box.

10. To check the genomes included in the group, find the Workspace icon at the top of any PATRIC page that you can see in the blue header band. Click on that to open the private workspace.

11. Scroll down to find Genome Groups. Once located, double click on the icon in front of it and this opens a page with all the genome groups.

12. At the top right of the Genome Groups page is a column head named Created. To find the more recently created group, double click on that column head. The first click sorts the table from the oldest group to the most recent, and the second click reverses this to put the most recent group at the top. All of the column heads in PATRIC tables are sortable.

13. The most recently created group will appear in the top row. To see the genomes in that group, double click on the icon that is in front of the name you gave that group. This opens a page that shows specific for that group, and will show all the included genomes.

### 3.5 Protein Family Analysis: Protein Family Sorter

The Protein Family Sorter tool (Fig. 5) at PATRIC allows users to select a set of genomes of interest (maximum up to 500 genomes) and examine distribution of protein families across the genomes, commonly referred to as the “pan genome,” which in this case
refers to the superset of proteins found in all selected genomes. This tool provides various filtering options to quickly locate protein families that are conserved across all the genomes (“core genome”), conserved only in a subset of the selected genomes (“accessory genome”) or that match a specified function. A tabular view shows protein families matching filtering criteria and an interactive heatmap viewer provides a bird’s-eye (“pan genome”) view of the distribution of the protein families across multiple genomes, with clustering and anchoring functions to show relative conservation of synteny and identify lateral transfers.

3.5.1 Finding the Tool

Go to the Tools tab across the top of any PATRIC page and click on it. This will open up a list of tools. Click on the Protein Family Sorter. This opens up a landing page for the tool, and users who are logged in will see the groups they have created in the box under
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**Table**

<table>
<thead>
<tr>
<th>Filter By</th>
<th>ID</th>
<th>Proteins</th>
<th>Genomes Description</th>
<th>Min AA Length</th>
<th>Max AA Length</th>
<th>Mean</th>
<th>Std Dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>PATRIC genus-specific families (PLfams)</td>
<td>P00000001</td>
<td>66</td>
<td>Cysteine desulfurase (EC 2.8.1.7)</td>
<td>103</td>
<td>107</td>
<td>105</td>
<td>5</td>
</tr>
<tr>
<td>PATRIC cross-genus families (FGfams)</td>
<td>P00000002</td>
<td>88</td>
<td>3-glycerol-3-phosphate dehydrogenase (EC 1.1.1.88)</td>
<td>280</td>
<td>280</td>
<td>280</td>
<td>1</td>
</tr>
<tr>
<td>Genome Name</td>
<td>Genome Status</td>
<td>Isolation Country</td>
<td>Host</td>
<td>P00000003</td>
<td>63</td>
<td>Hydroylase (EC 3.1.1.1)</td>
<td>126</td>
</tr>
<tr>
<td>Bartonella henselae</td>
<td>Schwannia species</td>
<td>Peru</td>
<td>Human</td>
<td>P00000004</td>
<td>63</td>
<td>Cysteine desulfurase (EC 2.8.1.7)</td>
<td>103</td>
</tr>
<tr>
<td>Bartonella henselae</td>
<td>Schwannia species</td>
<td>Peru</td>
<td>Human</td>
<td>P00000005</td>
<td>63</td>
<td>3-glycerol-3-phosphate dehydrogenase (EC 1.1.1.88)</td>
<td>280</td>
</tr>
<tr>
<td>Bartonella henselae</td>
<td>Schwannia species</td>
<td>Peru</td>
<td>Human</td>
<td>P00000006</td>
<td>63</td>
<td>Hydroylase (EC 3.1.1.1)</td>
<td>126</td>
</tr>
</tbody>
</table>

**Fig. 5** PATRIC’s Protein Family Sorter Tool. (a) Tabular results of all the data across all the selected genomes with a dynamic filter on the left. (b) Heatmap view of the same results that show genes that are missing (black cells) or present (colored) across all the selected genomes.
1. “Select organism(s).”
2. Select one or more groups for comparison by first clicking on the check box in front of the group name that are listed in the Search box on the left. Then click on the Search button.

3.5.2 The Pan Genome
This opens a page that contains a filter for genomes on the left, and a table of protein families on the right (Fig. 5a). This page loads with the pan genome for the selection, showing all the protein families across all the genomes.

3.5.3 The Core Genome
To find the core genome (the protein families that all genomes have at least one member in), click on the circle under the column called “Present in all families” in the row called “Genome Name” in the left panel. This will auto select “Present in all families” for all the genomes in your selection. It will also sort the table to show the protein families that meet this condition, which can be seen at the top left of the central table.

3.5.4 Individual Accessory Genome
Users can find the accessory genome for individual strains by first checking the circle under the column called “Absent in all families” in the row called “Genome Name” that is seen in the left filter. This auto selects “Absent in all families” for all the genomes in the selection. It will also sort the table to show the protein families that meet this condition (highlighted by the red box below, where the number of families found is zero). Next, select to the circle under the column called “Present in all families” for a single genome. This will show the protein families that are unique to just that genome. It will also sort the table to show the protein families that meet this condition.

3.5.5 Searching for Specific Protein Family Names
The text box near the bottom of the filter can be used to find specific protein families. This will filter on the name of the family, not necessarily on the product description of the individual genes, so the results from the Feature Table and the Protein Family table will not necessarily match. To find specific protein families, enter a name (NOT a locus tag) in the filter box on the left and then click the filter button at the bottom of the filter panel. This will filter the results to show the protein families that match the search.

3.5.6 Visualizing Protein Families
1. A visual representation of the presence or absence of protein families across particular genomes is available in a Heatmap view (Fig. 5b). Click on the Heatmap tab at the top of the table. This opens the heatmap view page. Protein families are listed on the x-axis across the top of this view, and genomes along the y-axis.

2. To see the names of the individual protein families and/or genomes, move the sliders to expand the view. The sliders are
found at the top left of the heatmap. Clicking on and moving the sliders to the right (x axis) or down (y axis) will expand the heatmap headers so that the names of the genomes and the protein families can be read.

3. Clicking on the legend at the top left, just outside of the heatmap, shows what the different colors of the cells mean. Yellow cells in the heatmap indicate a single protein that belongs to that protein family annotated in that genome. Mustard-colored cells indicate that there are two proteins belonging to that family in that genome. Orange cells indicate three or more proteins, and when there is a black cell it means that the genome does not have a protein annotated in that family.

3.5.7 Clustering Protein Families

Click on the word cluster, which is found in the top left under the number of families found, to resort to heatmap to show similar patterns in the presence or absence of protein families across all the genomes in the selection. The default settings for the clustering button are based on the Pearson Correlation Algorithm and a Pairwise Average-linkage Clustering Type.

3.5.8 Anchoring Protein Families

1. PATRIC also provides a function where the presence and absence of protein families across all the genomes can be compared in the order that the genes appear in a single genome. “Anchoring” is a good way to look for genomic islands. Click on the down arrow that is part of the text box following the words “Advanced Clustering” in the blue header directly above the heatmap. This opens a dropdown box that shows all the genomes in the group. Select one genome from that box by clicking on its name.

2. This resorts the protein families to show the order that they occur in the genes occurs on the reference genome. Using the scroll bar at the bottom of the heatmap allows users to follow along the genome.

3. Mousing over individual cells shows the names of both the genome and the protein family in the blue header box above the heatmap.

3.5.9 Downloading Data from Heatmap

1. To get the data and names on protein families, use the mouse to draw a box (select) around an area of interest in the heatmap. A pop-up window will appear that allows users to download the heatmap data in the selection, download the proteins from your selection, show the proteins from the selection, add the proteins to a group, or cancel the selection. To see the proteins, click on “Show Proteins.”
2. A new window will load that shows the data behind the selection, including the name of the genome, accession number, PATRIC and RefSeq locus tags, the size of the protein, and the product description. Once in this view, users have a number of options that they can perform with these genes. These include saving them to a group, get the nucleotide or amino acid sequences, download the information, see if they were important in any metabolic pathways, generate a multiple sequence alignment for them, or find other identifiers that map to them from other resources.

3.5.10 Pathway Summary of Genes in the Selection

1. To find functionality that genes from the selection might share, click on the box in front of “Genome Name.” This will select all the genes in the table. Then click on the Pathway Summary button at the top of the table toward the right side (next to Multiple Seq Alignment).

2. This will open a table that shows all the pathways that the genes selected are present in. To find the pathway that has the most of the selected genes present in it, double-click on the “# of Genes Selected” column header. This will reorder the pathways to show the one that has the most of the selected genes in it at the top. Click on that pathway name in the first column.

3. This will open up a page that contains a summary of the Enzyme Commission (EC) numbers present in this genome on the left, and the KEGG map for that pathway on the right.

4. Clicking on the legend opens it. Green boxes indicate that this genome has at least one gene annotated with that EC number. Blue boxes indicate those genes that were part of your selection from the heat map, and white boxes indicate that these genes are not annotated in this genome.

3.6 Proteome Comparison: Comparing Annotated Proteins Across Genomes

PATRIC’s Proteome Comparison tool (Fig. 6) can be used to readily identify insertions and deletions in up to nine target genomes that are compared with one reference, which can be a researcher’s private genome in PATRIC, a genome that has been annotated outside PATRIC, any of the publicly available genomes in PATRIC, or a set of proteins that you have saved in PATRIC as a feature group.

The Proteome Comparison tool is based on the original Sequence-based Comparison tool that was part of RAST [26]. This tool colors each gene based on protein similarity using BLASTP and marks each gene as either unique, a unidirectional best hit, or a bidirectional best hit when compared to the reference genome. The output includes a whole-genome schematic that is colored based on BLAST. A table that details all the results can be downloaded for further analysis, as can a scalable vector graphic (svg) diagram of the results that is publication quality.
3.6.1 Finding the Tool

1. At the top of any PATRIC page, find the Services tab and click on it.
2. Click on Proteome Comparison.
3. This will open up the landing page (Fig. 6a) for where you can submit a Proteome Comparison job. This tool is a best bidirectional BLAST comparison of the annotated proteins from up to nine different genomes.

3.6.2 Setting Parameters and Selecting an Output Folder

1. To see what the advanced parameters are in the proteome comparison, click on the information icon, which is a blue “I.” This opens a pop-up window that describes what can be adjusted.
2. The box to adjust the advanced parameters can be opened by clicking on the down arrow that follows Advanced Parameters (optional). Researchers can adjust the minimum percent coverage, the minimum percent identity, and the BLAST E-value.
3. Next the researcher must select an output folder where the proteome comparison job will be placed. To do this, click on the folder icon that follows the text box under the words Output Folder and click on preferred folder.
4. Provide a distinctive name for the proteome comparison in the text box underneath the words Output Name.

**Fig. 6 PATRIC’s Proteome Comparison Tool.** (a) The landing page for the proteome comparison tool. (b) The SVG image that provides a visual representation of the shared identity across all the genes in the genomes that are compared against the selected reference genome. (C) The proteome comparison tool also provides a downloadable file that shows the level of identity across all the genomes.
3.6.3 Selecting the Reference Genome

1. The proteome comparison tools allows researchers to select genomes or a specific feature group that contains a set of proteins to serve as a reference that other genomes will be BLASTed against. To see and understand the available options, click on information icon next to the words “Reference Genome.” This opens a pop-up window that describes the types of selections that can be made.

2. In this example, a private genome is selected. To do this, first click on the filter icon that is at the front of the text box directly under the words “Select a genome.” This will open a box that allows a researcher to search across all of the public genomes available in PATRIC, or across the genomes that they have annotated and that are stored in their private workspace.

3. Click on the box in front of Public Genomes to deselect that box.

4. In the text box below Reference Genome, start typing some words that will identify the reference. Once the user starts typing in the text box, a list appeared below the box, providing the user with possible choices that match the text. Clicking on a name will auto-fill the name in the text box under Reference Genome.

3.6.4 Selecting the Comparison Genomes

1. Locate the panel for selecting comparison genomes, or a set of proteins, that will be BLASTed against the selected reference.

2. Comparison genomes can be public or private. To select genomes that are publicly available, deselect the check box in front of Private Genomes.

3. Start typing a name into the text box. Once enough text has been entered to see the genome of interest, click on that name. This will auto-fill the text box with the selected name. If the choice is correct, click the “+” icon. The genome will then appear in the box below.

4. To finally select the genome, click on the “+” icon at the end of the text box that has the name of the selected genome. Clicking on the icon will move the genome to the Selected Genome table.

5. Repeat step 3 to add as many genomes (up to 9) to compare to the reference genome you have selected.

6. Genomes that have been annotated by a different service, or a specific group of proteins, can also be used in the comparison. Researchers can upload a genome fasta file by clicking on the arrow or folder icon that follows the text box under the words AND/OR SELECT FASTA FILE, and then clicking on the plus icon to move the folder to the Select Genome Table.
7. The Proteome Comparison tool also allows researchers to compare genomes to a specific feature file that consists of a number of proteins by clicking on the arrow or folder icon that follows the text box under the words AND/OR SELECT FEATURE GROUP, and then clicking on the plus icon to move the folder to the Select Genome Table.

8. Once the nine genomes (or feature groups) are included, the Comparison Genome box will show all the members you have selected.

3.6.5 Submitting the Proteome Comparison Job

1. Click the Submit button at the bottom center of the page.
2. A message will appear above the submit button that confirms that the job has been submitted. This message is temporal and will disappear after several seconds.
3. Check the status of the annotation job by clicking on the Jobs indicator at the bottom left of the PATRIC page.
4. Clicking on Jobs opens the Jobs Status page, which shows the status of the proteome comparison job. The statuses of all the previous service jobs that have submitted to PATRIC are also available. You will be able to see when your job is complete.

3.6.6 Accessing the Proteome Comparison Job

1. To access the results of the submitted job, click on Workspace Home that is found at the top left of any PATRIC page. This will open up the workspace, where all folders are visible. Find the folder where the comparison job was placed and click on the folder icon that precedes the name.
2. This will open a page that shows all the comparisons available in that folder. Click on the icon in front of the job name. This opens up the landing page for that job that shows a diagram showing the sequence identity, a list of the names of the genomes in the job, and will also show a circular image that shows the relatedness. This will take a few seconds to load.
3. To see the entire image, find the download icon at the top of the page on the left and click on SVG image.
4. This will download the publication quality SVG image (Fig. 6b) that shows the percent identity across all the proteins in the comparison genomes compared to the reference genome.
5. To examine all the data that underlies the visualization, click on Genome Comparison Table.
6. This will open up a text file that can also be opened with excel (Fig. 6c). The document contains a lot of information, and users will be able to see all the genes in the comparison genomes that have the best BLAST hits to the reference genome. The first row will show the genome names in specific columns,
and the column heading in the second row shows the additional information. Data begins with the genome that was used as a reference and includes columns A–J. The data includes the following:

- accession number for the contig in the reference genome
- the order number of this gene in the genome
- size in amino acids
- PATRIC locus tag
- RefSeq locus tag
- gene name
- functional annotation
- start location for the gene on the contig
- end of the gene on the contig
- strand that the gene is located on

This is followed by information on the genomes used in the comparison. This data in columns K–T for row 2 (for the first comparison genome) includes:

- data on the type of BLAST hit (Column K, bi- or uni-directional, or missing)
- contig that the gene is located on
- the order number of this gene in the genome
- size in amino acids
- PATRIC locus tag
- RefSeq locus tag
- gene name
- functional description
- percent identity of the BLAST hit
- sequence coverage compared to the reference

This pattern is repeated for all comparison genomes in the same order.
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Abstract

Phylogenomics aims at reconstructing the evolutionary histories of organisms taking into account whole genomes or large fractions of genomes. The abundance of genomic data for an enormous variety of organisms has enabled phylogenomic inference of many groups, and this has motivated the development of many computer programs implementing the associated methods. This chapter surveys phylogenetic concepts and methods aimed at both gene tree and species tree reconstruction while also addressing common pitfalls, providing references to relevant computer programs. A practical phylogenomic analysis example including bacterial genomes is presented at the end of the chapter.
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1 Introduction

The amount of available sequences in online data banks has been growing exponentially over the past decades (e.g., GenBank [1]). The growth rate became dramatic with the availability of the first next-generation sequencing (NGS) platform, starting around 2005. This allowed the inclusion of many more genes in phylogenetic studies than previously possible.

Phylogenomics [2, 3] aims at inferring detailed information about the evolutionary histories of organisms by using whole genomes rather than just a single gene or a few genes. The term was coined by Jonathan Eisen in the context of prediction of gene function [4, 5]. A “genome” in this context can be understood as its DNA sequence, or its gene content (generally the protein-coding genes only), or both. It would be difficult or impossible to understand the evolutionary history of an organism, even having available its whole genome sequence, in isolation. So it is always the case the phylogenomics is practiced for sets of genomes, justifying the inclusion of this chapter in this volume.
Our aim here is to give an overview of the theoretical aspects of the field, complemented by many references to computer programs that implement these theoretical concepts as well as a simple practical case study, given at the end. In order to explain phylogenomics methods we thought it necessary to provide a general overview of phylogenetic inference methods, which explains in part why this chapter is so long. Nevertheless we hope that this decision will have made this chapter more self-contained, and hence more useful, than it would have been otherwise.

2 Which Data to Use?

After the evolutionary range to be studied is known, the next important decision is about the data to be included. Even though the whole genome may be used for phylogenomics, there are many kinds of data that one can extract and use from whole genomes. In this section we describe the most commonly used data types.

2.1 Sequence Data

2.1.1 Whole Genomes

There are basically two ways in which whole genome nucleotide sequences can be compared: by computing whole genome distances between the genomes without relying on alignment between sequences (alignment-free methods) and by performing a multiple alignment with them (alignment-based methods). An example of alignment-free analysis is the phylogeny of 12 mammals using raw sequencing reads obtained by the “assembly and alignment-free” method, which is able to construct a phylogeny directly from unassembled genome sequence data, bypassing both genome assembly and alignment [6].

2.1.2 Local Collinear Blocks

An orthologous genomic block is a region that is present in all genomes being analyzed up to a user-defined (and software-dependent) similarity threshold. Local Collinear Blocks (LCBs) are the set of orthologous genomic blocks detected across genomes being compared, each LCB assumed to be internally free from genome rearrangements. The number of blocks that can be observed will vary depending on the evolutionary histories of the genomes being compared relative to each other; they can range from just a handful to several thousand (the latter is typical when organisms are evolutionary distant; these blocks also tend to be much smaller when compared to those of closely related organisms). ProgressiveMauve [7] is a whole genome multiple aligner that computes LCBs with the script stripSubsetLCBs. Sibelia [8] is another interesting option, as it can find synteny blocks repeated within genomes as well as blocks shared by multiple genomes.

2.1.3 Pan-Genome

We define pan-genome as the union of all gene sets in all genomes under study. Estimated pan-genomes provide information on two
types of variation: genes that are maintained in all lineages (the core genome); and genes that are maintained in fewer lineages (or even in a single lineage), either due to losses in specific lineages (which are also informative; see “Indels” below), or due to gains by horizontal gene transfers (possibly contributing with local synapomorphies for unrelated clades in the tree, if those parallel gains occurred at the branch leading to each clade), constituting the soft-core genome. kSNP [9] (further discussed in Subheading 2.1.4) is an example of software determining the set of all variable positions across the pan-genome. The script get_homologues.pl (part of the Get_Homologues package [10]) with the option “-t 0” can also infer the pan-genome based on three alternative orthology assessment methods: bidirectional best hits using BLAST; OrthoMCL [11]; and COG triangles [12].

2.1.4 Core Genome

Using all single-copy genes present in all taxa (core unicopy genes) has become an important source of phylogenomic information as parsimoniously these were not gained by horizontal transmission, hence supposedly enriching the phylogenetic signal (assuming there was no homologous recombination within the gene). Another example of software that estimates orthologous groups from annotated genomes (besides get_homologues.pl with the option “-t” followed by the total number of taxa) is Parsnp within the Harvest suite [13].

Core-Coding Genes

Among core genes, some noncoding genes may induce bias in tree reconstruction (e.g., rRNA with similar convergent GC contents in unrelated hyperthermophilic Bacteria and Archaea [14]), therefore their use should in general be avoided. Data sets including only core-coding genes have become the standard, at least for prokaryotes; besides, they are amenable to translation into amino acids, which may be important for downstream analyses (for example, to reduce the effect of DNA saturation over distant divergences; Subheading 3.7.3).

Exons

Although there are pipelines for assembling the whole eukaryotic portion of a coding gene (e.g., from a transcriptome), sometimes it is easier to work directly with exons. An example is a study involving 3000 exons from a group of Australian skink lizards [15]. Exons are more informative for relatively divergent sequences, for they tend to be conserved across related eukaryote lineages.

Introns

Introns tend to be informative even for relatively shallow divergences compared to exons. A study including 280 loci was achieved based on a splice-site prediction method [16] in the plant genus Heuchera (Saxifragaceae), where it was shown that introns presented an overall fourfold increase in percent divergence as opposed to exons for the same dataset.
**Other Regions**

*Ultra-conserved elements* (UCEs) is a type of marker that has gained popularity within the past few years. They were first defined as segments of > 200 bp perfectly conserved between human and rodents [17]. Later they were redefined as conserved DNA sequences with ≥ 80% identity over ≥ 100 bp across taxa [18], but the thresholds can be different for other groups; an interesting example of their use is the inference of turtles as the sister group to archosaurs based on more than 1000 UCEs [19]. Besides vertebrates, they are also found in other eukaryotic groups, e.g. worms and yeast [20], insects [21], and plants [22]. Being extremely conserved across distantly related lineages, they are useful when comparing lineages spanning deep divergences; yet, their flanking regions harbor variation that increases with distance from the conserved core [18], validating their use at shallow evolutionary timescales as well [23]. Phyluce [24] includes a pipeline for assembly of UCEs and their phylogenomic analysis.

**Caution When Using SNPs**

All marker types shown above are based on sequence data, usually containing a few or many conserved positions. In order to reduce computational complexity, analyzing only variable sites may be an option. *Single nucleotide polymorphisms* (SNPs) are the smallest possible unit for phylogenetic analysis, being used in many phylogenomic studies. One issue about their use is known as *phylogenetic discovery bias* [25, 26], in which SNPs of interest are found by comparing a small panel of individuals; when genotyping new individuals based on the variable sites within that smaller panel, the latter will have larger branches in the complete tree (exactly because variation assessment was based on that panel) and furthermore they will tend to branch from a more derived node, impacting topological inference. Another issue has to do with *mapping bias* from reads of new genomes. A common strategy to call SNPs is to fix one of the genomes as the reference (usually the most complete), and then map all other reads/scaffolds/genomes to the reference. However, a level of 100% mapping (i.e., a totally collinear match between query and reference genomes) is unusual even for closely related lineages. This means that in most cases the SNPs detected will be a fraction of the total number of SNPs that exist in any given genome set, biasing branch lengths, which in extreme cases may bias tree inference. Finally, when using model-based methods, if the likelihood is not corrected for the fact that there are no invariant sites, *branch lengths will get overestimated*, and if the effect is relatively large it may impact tree inference as well [27]. This effect has been shown for morphological datasets (which always include variable characters only) [28].

When whole genomes are included, the first type of bias (phylogenetic discovery bias) is minimized; on the other hand, if markers were obtained by enrichment following variability assessment within a restricted taxon panel (e.g., as in target enrichment
protocols), tree reconstruction may get biased. RealPHY [29] alleviates that kind of bias and also the second kind (mapping bias due to use of a single reference) by utilizing more references when calling SNPs, but the authors state that this mitigation works only for relatively close genomes (i.e., less than 5% divergence). Another way of minimizing the first and second biases is mapping against many (or all if computationally possible) genomes, instead of alignment with one or a few references. kSNP [9] implements an alignment-free algorithm that tests all genomes as references, allowing the program to find genome-wide SNPs even in non-core genomic regions; furthermore, it performs SNP detection based on k-mer comparisons across all taxa, minimizing the bias related to direct mapping of reads. However, kSNP considers variation only in the central site within each k-mer, so if there is variation in neighboring sites the k-mer will not map to that region, underestimating overall variability.

Likelihood-based programs such as RAxML [30] and IQ Tree [31] are able to employ evolutionary models correcting for the third type of bias (overestimation of branch lengths), by including “ASC” directives in the command line (for “ascertainment bias correction” of sites). MrBayes [32] is a Bayesian software with an even richer set of possible ASC corrections. Maximum parsimony (which counts the number of changes along a tree and then chooses the topology that minimizes the number of steps; Subheading 3.2.1) naturally uses only variable characters, not suffering from this type of bias, therefore being an alternative for SNP-based phylogeny estimation.

2.1.5 Taking Heterozygosity into Account

For studies including organisms with potential heterozygosity (i.e., diploid/polyploid) it is also important to estimate whether base call variations represent sequencing biases (wrong base calls, low quality scores, strand bias, read depth too low or too high, etc.) or real SNPs, and in the case of the latter whether the data support the hypothesis of heterozygosity for that site or not [33]. We will assume that in case of heterozygosity, the alleles have been parsed correctly (an important step, e.g., for some multi-species coalescent algorithms). Correctly identifying each haplotype is utterly important for shallow divergences (i.e., phylogenies including only closely related lineages), whereas it may not be as important for deeper divergences.

2.2 Other Types of Data

The following data types are not based on raw sequence information, but they can be very helpful for phylogenomic inference. Many of them are associated with rare genomic changes [34], being less prone to homoplasies and therefore more informative than DNA sequence analysis.
Large-scale karyotypic evolution evolves at a slower pace compared to nucleotide evolution, providing rare, yet informative, footprints of common ancestries (e.g., inversions, transpositions, inverted transpositions). For example, variation in mitochondrial gene order showed that crustaceans and insects are closely related [35], in agreement with inclusive sequence-based studies carried much later (e.g., [36]). Also, an analysis based on inverted repeats of divergent chloroplast genomes including land plants and green algae recovered a phylogeny congruent with prior studies [37]; and an analysis of 15 Metazoan genomes reconstructed a tree that matched perfectly other results [38].

Most implementations use the breakpoint distance between genomes as the criterion for phylogenetic inference (where a breakpoint is when two genes present in both genomes are contiguous in one of the genomes, but not contiguous in the other either in direct or reverse order), not considering explicitly rearrangement types. GRAPPA [39] and its derivatives base their calculations on successive estimates of breakpoint median of three genomes, reconstructing a genome at their internal node by minimizing the breakpoint distance between the latter and each leaf’s gene order. DCM-GRAPPA [40] scales to analyses of thousands of genomes by employing a variation of a Disk-Covering Method (DCM) that divides a set of taxa into overlapping subsets (the “disks”), constructing trees on the subsets using the same phylogenetic method on each, and then merges the subtrees into a final tree [40]. COGNAC further improves tree estimation by using an even more refined DCM, showing high accuracy and fast execution times [41]. UniMoG [42] implements many models that take into account different types of rearrangement using pairwise genomic distances (including models that allow for intra-species chromosome rearrangements, such as fusions, fissions, circularizations, and decircularizations), from which a tree can be estimated using distance methods (see Subheading 3.2.2). MLGO (Maximum Likelihood for Gene-Order Analysis [43]) performs binary encoding on gene-order data, also supporting a fairly general model of genomic evolution (rearrangements plus duplications, insertions, and losses of genomic regions). The encoding is done by transforming gene adjacencies (i.e., any two genes appearing next to each other in direct or inverse order) occurring at least once in any of the genomes into a unique character position in the sequence, and the presence or absence of any of these adjacencies in a given genome is recoded as 1 (presence) or 0 (absence), making maximum likelihood estimates possible by using a 2-state Markov model (see Subheading 3.4); also, because of such recoding, MLGO can deploy branch support by bootstrapping (see Subheading 3.2.2).
Deletions are a valuable source of phylogenetic information. Deletions occurring in the same region in different genomes, and having the same or similar sizes, may indicate phylogenetic relatedness. For example, different lineages of the bacteria *Mycobacterium tuberculosis* are characterized by the loss of specific segments from their common ancestor [44]. Nevertheless, a study of metazoan relationships [45] showed that even though indels bear reasonable phylogenetic signal (supporting the Ecdysozoa hypothesis as other analyses including molecular markers suggest) they are also recurrent targets of homoplasies. SeqState [46] has a complex coding algorithm that infers such different states per genomic region, or a binary coding can also be used for absence/presence, and then such a model can be analyzed by model-free or model-based phylogenetic methods. Such analyses are less biased if used with complete gene/genome information to avoid false positives (i.e., inference of a gap due to an incomplete sequenced genome, when the gap is not actually there), and furthermore ascertainment bias corrections must be employed (this being true for all presence/absence data described below).

Presence/absence and duplication of genes compose useful phylogenomic datasets, especially in the case of prokaryotes, where gains (by horizontal gene transfer), losses (due to deletions), and duplication of genomic regions are pervasive even between closely related lineages. States can be encoded as 0 in the case of gene absence, 1 in case of presence, and higher values in the case of other paralogs within the same genome. Alternatively, presence of one or more copies can be recoded as 1 if the user does not want to include information about duplications. The program Get_Homologues [10] exports such character matrices when full search of homologous families is chosen. Subsequently, such a matrix can be analyzed phylogenetically by maximum parsimony or by \(n\)-state Markovian models (Subheading 3.4) within a probabilistic framework. An analysis of anopheline mosquitoes [47] based on presence/absence of genes (but discarding duplications) had general agreement with phylogenies based on gene sequence. A more involved example is a distance-based tree reconstruction suggesting that eukaryotes arose from within both the Bacteria and the Archaea by an analysis involving comparison of conflicting support values [48]; the latter authors also used a modified distance that minimizes the effect of genomes of similar sizes attracting each other (which if not corrected can induce a biased topology).

Markers such as amplified fragment length polymorphism (AFLPs) [49] based on the action of restriction endonucleases along the whole genome and therefore relatively cheap to be produced can be a complementary source of phylogenomic signal.
Similarity (or dissimilarity) scores among all samples is generated based on presence/absence of DNA fragments of different sizes, being the input for distance-based phylogenetic methods (see Subheading 3.2.2). In a study of species in the rosid genus *Rosa*, which has a complicated and reticulate evolutionary history with many of the branches being poorly supported, AFLPs provided a tree resembling independent estimates based on morphology and molecular data [50]. Its scope is at shallower divergences, because such markers are prone to homoplasy.

Mobile Elements

Short and long interspersed nuclear elements (SINEs and LINEs) can get integrated into different regions of the genome. SINEs are retroposons that lack the ability for self-amplification, and therefore tend to “stay put” because their integration is apparently random and irreversible. They were successfully used to reconstruct relationships among Pacific salmonids [51]. An example of LINEs for phylogenetics (which have the ability for self-amplification) was in refining recent rodent relationships [52].

2.2.3 Repetitive Loci

All bacterial genomes contain batches of repetitive DNA along their genomes, where the number of repeat units per locus may define individual strains. Using numeric profiles compared by a categorical similarity coefficient, which were then subjected to a distance-based algorithm, lineages within the *Mycobacterium tuberculosis* complex could be divided into its constituent lineages with reasonable accuracy when compared to sequence-based phylogenies [53]. Such a method is meaningful only for closely related lineages due to the highly homoplastic nature of loci composed of repetitive segments (such as microsatellites in eukaryotes).

2.2.4 Morphology

Even though morphological characters cannot be readily assessed from genomic data, we mention their use as many studies incorporate them along sequence data, such as inferring placental phylogeny [54]. They constitute valuable phylogenetic information alone [28], especially for eukaryotes, as is the case of a large study of avian evolution based on morphology [55], whereby 2954 characters were employed across 150 taxa of major groups. However, the association of morphological characters to their underlying genomic source is not direct, due to one-to-many (pleiotropy), many-to-one (polygenic inheritance), and interaction (epistatic) effects; furthermore, they are affected by the environment, which may introduce further noise in the analysis.

2.3 Analyzing It All Together

Can different types of data be analyzed together to bring more power to phylogenomic inference? At least two of the main methods for summary analysis of multiple sets of data (supermatrix and supertrees; see Subheading 4) can be naturally extended to include mixed
data types. A study on the evolution of species of the bacteria \textit{Rickettsia} compared phylogenomic analyses using four complementary sources of genetic information: primary sequence, gene content, indels, and gene order [56], with results indicating similar relationships across datasets even though a few nodes were conflicting. A study based on different supertrees (morphological, molecular, and both combined [57]), obtained from previously published trees, agreed on suprafamilial taxa and orders of eutherian mammals (but showing conflicting interordinal clades). Another study focused on the same group of organisms included three different data types altogether (DNA, indels, morphology) in a concatenated phylogenomic analysis, also recovering important nodes though being an unresolved tree at its deeper levels, divided into Afrotheria, Xenarthra, Euarchontoglires, and Laurasiatheria [54].

3 Estimating Gene Trees

3.1 Multiple Alignment

Except for phylogenies based on alignment-free genomic distances or SNPs from reads/contigs, tree inference methods are based on a multiple sequence alignment (MSA) of genes or genomic regions across the taxa studied. Some multiple alignment methods also directly output an estimated phylogeny, bypassing the need of a subsequent phylogenetic analysis (e.g. POY [58]).

In general, MSA is performed by a \textit{progressive alignment} algorithm, first generating a reference tree (which can be based on fast but approximate phylogenetic methods such as neighbor-joining; Subheading 3.2.2), and then pairwise alignments are performed following a post-order tree traversal, growing progressively until the root using (in general) a dynamic programming algorithm for the pairwise alignments. In the end, aligned site columns are obtained, with the expectation that they correspond to orthologous sites. Many programs refined this idea, using successive steps of re-estimation of the tree after the last alignment step for a given number of cycles, until a threshold is hit, or until a score stabilizes. Below we describe two commonly used algorithms for MSA estimation.

\textit{Muscle} [59] is a relatively fast and widely used program that calculates pairwise distances by counting frequencies of \textit{k}-mers and performing a progressive alignment using log-expectation scores, then refines the obtained neighbor-joining tree using a more involved distance measure (using a Markov model) that is used for MSA refinement in successive cycles. Tree refining is terminated if the set of internal nodes for which the branching order has changed has not decreased in size. Subsequently, the alignment is divided into two by deleting a tree edge, with MSAs being estimated for each partition, which facilitates local alignments, and then these alignment profiles are re-aligned against each other. If
the sum-of-pairs (SP) score increases (see below), the MSA is once again divided into two and this refinement step is repeated. For calculating the SP, each column in an alignment is scored by summing the alignment scores of all pairs of symbols in that column; the score of the entire alignment is then summed over all column scores, computed as the sum of substitution matrix scores for each aligned pair of residues plus gap penalties.

Mafft [60] is another fast and relatively accurate software, having three general types of algorithms: progressive methods; iterative refinement methods using the WSP score (a weighted version of the SP score); and iterative refinement methods using the WSP summed with the consistency score for the alignment (which evaluates the consistency between a multiple alignment and pairwise alignments). The initial pairwise distances are based on shared 6-mers, and the tree is computed using a modified UPGMA method (see below for further explanation on the UPGMA algorithm). The simple progressive methods are the fastest, being able to analyze thousands of sequences in a reasonable time, while the second type of refinement method can be used for more difficult alignments (though limiting their use to at most hundreds of sequences).

There are alignment packages that drive existing MSA programs (e.g., Mafft), such as Guidance [61], PASTA (Practical Alignment using SATe and Transitivity [62]), and UPP (Ultra-large alignments using Phylogeny-aware Profiles [63]). PASTA is the fastest alternative for MSA of thousands of sequences, provided these are not too fragmented. It employs a divide-and-conquer strategy that is a variation of the DCM method mentioned above (Subheading 2.2.1), in which after a greedy progressive alignment, the tree is divided into disks (not necessarily subtrees) with fewer taxa that are aligned on each, and then these are merged together by transitivity, with further refinement cycles of tree inference and alignment [62]. UPP, which is also very fast and practical for thousands of sequences, first estimates a fast alignment and tree using PASTA, including only sequences with a minimum length threshold (“backbone alignment”) to minimize error propagation in further steps; then, MSA hidden Markov models (HMMs) are estimated for the whole tree using the HMMER package [64], and then a different HMM is also estimated for each tree sector successively, until each sector reaches a minimum number of sequences (e.g., 10). The last step calculates a bit score of the alignment of a query sequence and each of those HMMs, and then the former is aligned with the MSA/HMM that has the top alignment score; this last step is repeated for all query sequences, until the whole set is multiply aligned [63]. PASTA may not be as accurate as UPP when sequences are too fragmented (a common situation when thousands of sequences are analyzed) or evolutionary rates are too high. The tree obtained in the last iteration of either PASTA or
UPP can be considered the best gene tree, bypassing the need for subsequent phylogenetic inference.

Guidance is aimed at finding MSA sites robust to alignment perturbations, while at the same time discarding sites that have too much ambiguity when aligned across different neighbor-joining guide trees (each tree obtained by bootstrapping the original MSA, e.g., ≥ 100 pseudoreplicates). This is interesting if the user wishes to be more conservative regarding the final result of a MSA, as many (possibly inaccurate) sites can be discarded. Guidance does not scale as well as PASTA or UPP in terms of handling thousands of sequences.

It is worth noting that, even with the conservative nature of Guidance, and the accuracy of PASTA and UPP, aligners may not perform well on some genes or on some regions of a gene, because of faster evolutionary rates at some sites or because there are exceedingly divergent species within the dataset. Therefore, local re-alignment of specific blocks should be tried manually in case they appear misaligned, using one of the above-mentioned programs. A fast and feature-rich program for such manual curation of alignments is Aliview [65].

3.2 Phylogenetic Methods

Some algorithms infer a single tree (such as UPGMA and Neighbor-Joining; see below), whereas others implement searches across the space of possible topologies. We begin this brief overview on phylogenetic methods by the latter, starting with maximum parsimony (MP), a method that does not assume explicit evolutionary models (although these can be employed under generalized parsimony; see below). Afterwards, we show ways to infer the best topology within the set of possible trees, which is the most demanding step for methods implementing tree search. Finally, we introduce Markov models, which are used by distance, likelihood, and Bayesian methods, while also describing such methods.

3.2.1 Maximum Parsimony

Maximum parsimony (MP) searches the tree(s) with lowest overall number of character changes across all characters (e.g., sites in an alignment). When changes are allowed to happen among unordered states (e.g., DNA, where each base can change to any other), this can be accomplished by the Fitch algorithm [77], which performs a post-order traversal of the tree while keeping track of the set of optimum states for internal nodes in the process, until the root is reached. This set is determined by testing for intersection first; if the latter is empty, then a set is built from the union of previously recorded states, and the number of overall steps for that character is incremented. The Wagner algorithm [66] is used to count changes for ordered multistate characters (e.g., size of a bone), being related to the Fitch algorithm: if state intervals overlap, then the set at a node is their union, but if the intersection is empty, then the set will include all values from smallest to largest.
Other important types of MP exist, and we cite a few of them here. Camin-Sokal parsimony [67] avoids reversals, being applicable to cases where a derived state (e.g., a deletion segment in a gene) would not spontaneously revert. Dollo parsimony [68, 69], on the other hand, permits reversals, but avoids parallel (or convergent) gains. Platt et al. [70] obtained a strongly supported phylogeny based on Dollo parsimony for almost 800,000 insertions of genome-wide short interspersed elements (SINEs) in specific genomic regions in the bat genus *Myotis* that was consistent with a tree obtained with other markers. Transversion parsimony (aimed at DNA analyses) counts only changes that result in transversions (i.e., purines $\leftrightarrow$ pyrimidines), a useful method if there is indication that transitions have occurred frequently and therefore homoplasies for this type of site substitution may be pervasive.

A generalized parsimony algorithm [71] can be used which addresses all types mentioned above by using different matrices of costs between states. Based on such a matrix, the minimum number of tree steps is obtained using the Sankoff algorithm [72], a dynamic programming algorithm that works for both unordered and ordered state changes. For analyses with a large number of taxa, maximum parsimony using TNT [73] is perhaps the best choice, implementing all parsimony variants described above while also being very fast.

### 3.2.2 Distance Methods

Distance methods first calculate pairwise distances (e.g., raw base differences, or percent, or percent corrected according to a *model of evolution*; see below), and then a tree is obtained such that the distance between any two taxa in the tree (patristic distance) conforms best with their pairwise distance. Among distance methods, Unweighted Pair Group Method with Arithmetic Mean (UPGMA) and neighbor-joining (NJ) are commonly used clustering algorithms that generate a single tree, contrarily to algorithms that search through tree space. UPGMA builds an ultrametric tree and hence assumes equal rates of evolution among all branches, a rare situation in real datasets. A fast implementation is found in the fastcluster package [74], with available interfaces for python and R. NJ relaxes this assumption by letting sister branches have different lengths (branch lengths are generally measured as amounts of expected substitutions/site for model-based phylogenetic methods, as opposed to MP, which calculates the raw number of substitutions at each branch). Fastphylo [75] is a fast implementation of NJ; PhyD* [76] also provides fast implementations of NJ including variants appropriate for species tree inference when taxa may be absent differentially across a set of genes (such as when genes were not sampled for all taxa, typical of phylogenomic analyses; see Subheading 4.5).
Other algorithms search the space of possible bifurcating trees for the “best” topology (where “best” depends on the specificities of the algorithm); in the case of distance methods, two such search algorithms are Minimum Evolution (ME) and Least-Squares (LS). Both infer, for each tree tested, the branch lengths by minimizing the error between pairwise and patristic distances using some least-squares function, but they differ in how to score each such tree: ME seeks the topology with minimum sum of branch lengths, whereas LS looks for the tree that minimizes the overall least-squares error between pairwise/patristic distances. A fast and accurate variation of ME can be found in the software FastME [77]. LS estimation of gene trees can be found in the program FITCH from the Phylip package [78].

3.2.3 Maximum Likelihood

Maximum likelihood (ML) methods are based on probability: by using a pre-specified model of evolution, they seek the tree that maximizes the overall probability of observing the sites in the current MSA alignment (or characters in a morphology matrix, among other possibilities), while at the same time estimating the model’s best parameter values and branch lengths. Likelihood is not the same thing as probability though; actually, it can be considered its logical inverse: probability fixes a parameter value and estimates possible outcomes of data (e.g., given a transition/transversion rate, how many different sites can be generated and in which frequency?), whereas likelihood estimates parameter values given a fixed dataset (e.g., given a set of sites in an alignment, test for different values of transition/transversion rate). If we consider $T = \text{tree}$, $m = \text{model parameters}$, $b = \text{branch lengths}$, the general equation of the likelihood for a tree in a MSA (i.e. data) is:

$$ L(T) = P(data|T, m, b), \quad (1) $$

and then the tree with maximum likelihood (among all possibilities) is chosen. The likelihood is calculated independently for each site. The calculation involves the probability of each of the four nucleotides at each of the internal nodes changing to the nucleotide at the next node (or staying the same) until a leaf is found. Given a model of evolution represented by a matrix of rates $Q$, branch lengths (considered as a function of the rate matrix $Q$ and time $t$, in substitutions per site) are optimized concomitantly based on Eq. 7 (see Subheading 3.4). After likelihoods are estimated under each site, these can be multiplied, but to avoid rounding errors due to multiplication of successive values between 0 and 1, the log-likelihood for each site is obtained and then these are added across the MSA. Fast ML implementations can be found in IQTree [79], RAxML [30], FastTree [80], PhyML [81], among others.
3.2.4 Bayesian Inference

Bayesian inference (BI) is not an optimization criterion like LS, ME, MP, or ML. Instead, it finds an ensemble distribution of parameters based on the posterior probability of trees, model, and branch lengths, given the data according to the equation:

\[
P(T, m, b | \text{data}) = \frac{P(\text{data} | T, m, b) \cdot P(T, m, b)}{P(\text{data})},
\]

which is the Bayes theorem applied to general phylogenetics. The denominator can be further extended by:

\[
P(T, m, b | \text{data}) = \frac{P(\text{data} | T, m, b) \cdot P(T, m, b)}{\sum P(\text{data} | T, m, b) \cdot P(T, m, b)},
\]

It can be seen that it uses the likelihood function as well, while also depending on priors for the tree, model parameters, and branch lengths. Priors are discussed below. Actual estimation of parameters is done using the Markov Chain Monte Carlo (MCMC) algorithm based on [82] and later modified by Hastings [83]. The Metropolis-Hastings algorithm uses Markov chains as the connection mechanism between the actual state of the chain, and new states (where state means topology, branch lengths, and model parameters), which are obtained by proposals of new values according to perturbation algorithms (continuous in the case of parameters such as transition/transversion rates, discrete in the case of topology). During an MCMC run, trees are visited and then the above formula is used to calculate their probability. Because acceptance of a new state is based on the ratio of probabilities of this new proposed state relative to the old one, the denominator of Eq. 2 (or Eq. 3) cancels out.

In this way, different topologies are visited proportionally to their probabilities throughout the run, and eventually the likelihood and/or posterior probability of parameters reach a stationary region, in which the chain is said to have converged. In the end of the run, a distribution of values for all parameters (transition/transversion ratio, branch lengths, topologies, etc.) is obtained. The burnin (set of MCMC generations in which convergence has not been reached yet) must be discarded as its set is composed of low probability states. Ideally, at least two chains should be run concomitantly to avoid getting stuck in a local optimum. MrBayes allows the use of heated chains, which help the regular (cold) chain cross regions of low probability in the multi-dimensional space, hopefully escaping local optima, what is known as MCMCMC (Metropolis-coupled MCMC). The run is summarized by 95% highest posterior densities for continuous parameters, and a consensus tree (or a 95% credible set of trees) of all the trees whose states were accepted during the MCMC (except burnin). Good software options include MrBayes, BEAST [84], and Phycas [85].
Distance methods that do not perform tree search tend to output reasonable trees in a fraction of the time that tree-search methods operate. Nevertheless, comparisons between sequences are averaged across the whole length of the alignment between them, so specific differences between two sequences are not assessed; character-based methods (such as MP, ML, and BI) have a finer resolution, assessing phylogenetic information on each character separately. However, distance methods are extremely useful for whole genomic phylogenomic analyses, and also for generating reasonable topologies that are used to initiate tree search for other algorithms.

Many studies compare MP and some probabilistic methods such as ML or BI. One of the most important drawbacks in MP is that it does not correct for multiple substitutions inciding in the same site, which tends to underestimate the total amount of change through time for distant divergences, impacting branch lengths and possibly tree shape. Felsenstein [86] showed that MP is also particularly prone to the effect of incorrectly approximating unrelated large branches (long branch attraction; Subheading 3.7.3). Conversely, another study [87] found that when there is variation in the rate of evolution of lineages differently across sites (heterotachy; see Subheading 3.4.4), simple ML models tend to be outperformed by MP; nevertheless, at least three studies [88–90] contested those results, concluding that only a small region of the parameter space of arrangements of characters, branch lengths, and long branch position had been considered, and that for such an unbiased parameter space ML tends to be more accurate than MP. Nevertheless, ML can be inconsistent if the model used for its estimation is oversimplistic (e.g., [91]). As an example, ML accuracy is not guaranteed when indels are present and treated as missing data, even given arbitrarily long sequences [92]. BI, on the other hand, can also be inconsistent if reasonable prior distributions are not chosen for some parameters [93, 94].

The bottom line is that if the model is known, or not too different from the actual process of evolution that generated the data at hand, probabilistic methods tend to perform better than MP; but if the model applied to the data is oversimplistic, then ML and BI may become inconsistent as well, with lower accuracy than MP in at least a few cases. Running at least one probabilistic-based method (ME, ML, BI) altogether with MP is always recommended in order to test for differences in gene tree (or concatenated data) reconstruction.

**3.3 Tree Search**

Finding the best gene topology using optimality-based distance methods, MP, or ML, among all $2^n$ possible strictly bifurcating trees for $n$ taxa ($2n - 3$ if rooted), is super-exponential in time. An exact shortcut exists, the *branch-and-bound method* [95], which
first obtains a non-random tree with all taxa, estimates its optimality score (e.g., number of steps if MP), then restarts from scratch adding taxa to the tree, backtracking when a worse score is found with less taxa (i.e., adding more taxa will not improve the score). If a tree including all taxa is found with better score than the initial tree, it becomes the new upper limit; the search stops when successive trials fail to find a better tree. Nevertheless, this method is only feasible for up to \( \sim 20 \) taxa, above which the computational cost gets prohibitive. Heuristic searches were developed to improve tree search, yet these are not guaranteed to find a global optimum. Most common algorithms build a starting tree (either a random topology, or a topology in which taxa are added given some criterion such as lowest increase of number of steps, or a greedy tree that is closer to the true tree than a random tree, e.g. NJ), and then a different topology obtained by a specific type of \textit{branch-swapping} is proposed. The score of this modified tree is calculated, being rejected if it is worse, or accepted if it is equal or better. Such tree proposals are done until all neighbors (i.e., all topologies with a distance of one such “atomic” move) are visited, or until a predefined number of cycles is reached; when the search is completed, the tree (or set of trees) with best score is reported.

An \textit{NNI} (nearest neighbor interchange) rearrangement swaps subtrees on opposite sides of an internal edge. An \textit{SPR} (subtree pruning and regrafting) rearrangement prunes a subtree and reattaches it to another edge without changing the former’s local rooting. A \textit{TBR} (tree bisection and reconnection) move reconnects a detached subtree in all possible ways. It can be seen from the above description that \( \text{NNI} \subseteq \text{SPR} \subseteq \text{TBR} \). NNI will be more computationally efficient though less thorough, whilst TBR will search across tree space more thoroughly with less probability of getting stuck in local optima, though incurring in more computational burden. Most phylogenomic software implement NNI, SPR or some variation of it (e.g., RAxML implements the lazy-SPR move which performs a constrained SPR search, being actually a series of NNI moves up to a certain degree of edges away from the branch being considered). TNT is an example of software implementing TBR.

The types of branch swapping mentioned above are \textit{hill-climbing} algorithms, always accepting better solutions during tree search. However, they do not cross “valleys” with transiently worse scores, and therefore may get stuck in local optima (or \textit{islands}). To move between islands, further algorithms were developed, many of them also being relatively fast (sometimes even faster than global branch-swapping, such as sectorial and DCM searches). The \textit{ratchet} \cite{96} is based on perturbing trees whose score has stabilized after branch-swapping. It consists in re-weighting the characters in the dataset and then performing a new round of branch-swapping moves, until a topology stabilizes.
again. By doing this, the chances of escaping local optima increase. The original characters weights are then re-implemented, and the tree search restarts from there. It is implemented in TNT.

Genetic algorithms adapt evolutionary concepts to the optimization strategy, considering trees as individuals within a population, which can suffer mutations (branch-swapping) and recombination (exchange of the same subtree with different resolutions between trees) across many generations. After convergence the most adapted individuals (trees with best scores) are reported; examples include GARLI [97], MetaPIGA [98], and the tree-fusing algorithm [99] in TNT.

Simulated annealing methods accept suboptimal trees during branch-swapping with a certain probability, also helping in crossing valleys in tree space. Tree-drifting [99] is an example, consisting in accepting suboptimal rearrangements with a probability that depends on the tree-score difference between the new and the previous tree, being available in TNT. Another variation is implemented in MetaPIGA (using ML).

Divide-and-conquer algorithms reduce the dimension of the solution space by restricting a given problem to subsets of smaller problems. Sectorial search [99], and disk-covering methods (DCMs) and their variations (such as REC-I-DCM3; [100]) calculate scores for subsets of the original tree (a branch-swapped or starting tree) using the same base method (e.g., MP) by branch-swapping (or ratchet, etc.), which is less time consuming and more prone to find a better local solution than performing branch-swapping globally, and then the best resolution for each subset is returned. Sectorial searches optimizes non-overlapping subtrees, and then the best resolution is returned altogether with its original attachment position to the larger tree, to which subsequent TBR rounds may be applied; it is available in TNT. Contrarily, Rec-I-DCM3 chooses disjoint but overlapping subsets of the tree, further combining them using a supertree consensus method, and then a final round of refinement is performed to resolve any polytomies due to the latter step. It can be used in conjunction with PAUP* [101], GARLI, or RAxML available under the CIPRES Science Gateway portal (http://www.phylo.org).

TNT allows specific combinations of standard branch-swapping (NNI, SPR, TBR) with ratchet, tree-fusing, tree-drifting, and sectorial searches altogether, in different orders, and with a settable number of cycles, possibly being the fastest solution for computing gene trees under MP.

3.4 Models of Evolution

3.4.1 Markov Models

Probabilistic methods (such as ML and BI) depend on the use of molecular models of evolution for phylogenetic inference, which can be used with distance-based methods as well. The idea is to estimate quantitatively the rates of state change by employing continuous-time Markov models, in which the chance of a base
(or amino acid, or discrete characters, etc.) changing to another along a branch is described by an \( n \times n \) matrix, where \( n \) is the alphabet size of the states composing the character set (four in the case of DNA, 20 for amino acids, etc.).

### 3.4.2 DNA Models

Considering the four DNA bases in alphabetical order (A, C, G, T) in the matrix below, the instantaneous rate matrix between any two states can be modeled by a non-stationary general Markov model (up to a substitutional rescaling parameter \( \mu \)):

\[
Q_{\text{GMMns}} = \mu \begin{bmatrix}
- & a & b & c \\
\overline{g} & - & d & e \\
b & j & - & f \\
i & k & l & -
\end{bmatrix}
\]

This matrix has 11 free parameters, because one degree of freedom (d.f.) is lost as one of the rates is commonly fixed to 1.0 (or the average is set to 1.0). Such a model is homogeneous (the same throughout the tree), non-stationary (a unique vector of base frequencies may not be identifiable), and non-reversible (probability of evolutionary change may depend on directionality, so \( A \leftrightarrow C \) may be different from \( C \leftrightarrow A \)). This was called the UNREST model (for “unrestricted”; [102]). Under the constraint of stationarity, the general model now becomes:

\[
Q_{\text{GMMs}} = \mu \begin{bmatrix}
\pi_c \pi_{ac} & \pi_g \pi_{ag} & \pi_i \pi_{at} \\
\pi_a \pi_{ca} & - & \pi_g \pi_{cg} & \pi_t \pi_{ct} \\
\pi_a \pi_{ga} & \pi_c \pi_{gc} & - & \pi_t \pi_{gt} \\
\pi_a \pi_{ta} & \pi_c \pi_{tc} & \pi_g \pi_{tg} & -
\end{bmatrix}
\]

where each element \( q_{ij} \) of \( Q \) represents the instantaneous rate of change from a nucleotide to another. Decomposing \( q_{ij} \) into its elements, \( \pi_i \) are the stationary frequencies (e.g., empirically obtained from the data), and \( r_{ij} \) are ‘exchangeability’ rates of nucleotide substitutions. Each \( q_{ii} \) (diagonal elements) is such that each row sums to 0.0. A further assumption, on top of stationarity, is time-reversibility; it is generally assumed for mathematical tractability, in which \( \pi_i q_{ij} = \pi_j q_{ji} \) (also called detailed balance property). It can be seen that the above formula is true if \( r_{ij} = r_{ji} \), leading to the widely known general time reversible model (GTR; [103]) with 8 free parameters:
Due to its better mathematical tractability and smaller parameter set (aiding at computations), most phylogenetic software implement GTR or some restriction of it (see below). To get the total amount of change after a time $\Delta t$ (which is the branch length), the formula is:

$$P(t) = e^{Q_t},$$

which can be calculated by matrix diagonalization. Branch lengths are in number of substitutions, and therefore the product $Q_t$ is not identifiable (rates and times cannot be decomposed without extra information). The instantaneous substitution rate is then rescaled to expected number of substitutions per site (a relative unit), by equating $\mu = -1/\Sigma q_{ii}$. Values for each parameter can be estimated from the data by some kind of optimization, or obtained empirically (which is commonly used for base frequencies, aiding in computations). Typical reversible models of evolution (hence submodels of GTR) are JC69 [104], where all state changes have the same probability, K2P [105], where transitions ($t_i$) have a different probability in relation to transversions ($t_v$), HKY [106], where both $\pi_i$'s are different and $t_i \neq t_v$, and of course GTR itself. These are commonly used models, but they represent only a few among the possible 406 reversible models (203 considering equal $\pi_i$'s, 203 considering different $\pi_i$'s). We will discuss how to choose among models further ahead.

### 3.4.3 Spatial Heterogeneity of Rates

Due to differential selective constraints across DNA regions, such as regions under purifying selection, others closer to neutral evolution, and a few of them under positive selection, models not accounting for such spatial heterogeneities may lead to spurious phylogenetic reconstruction [107]. A possibility is using a two-rate model in which a proportion $p$ of the sites is restricted to be invariable and $1 - p$ sites are allowed to change. Rate variation across sites can also be modeled by a discretized gamma distribution [107], in which a pre-specified number of rate classes is defined (usually four, due to computational constraints, but can be more), and then for each site the same Markov model is weighted across these classes. The latter is a simple example of a mixture model, in which there is an ensemble probability of each site belonging to all rate classes, instead of each being attributed to one class specifically. It is also possible to employ both a gamma distribution and a proportion of invariant sites in the same Markov model: GTR+$G$, HKY+$I$, and JC+$I+G$ are a few examples of the models just discussed. Such models can be found in most probabilistic-based software.
Another possibility is the use of more complex mixture models, which employ two or more different matrices (each also having different distributions across sites if desired), in many cases fitting better the data. An example is [108] which showed that the use of two concomitant gamma distributions can lead to more improved phylogenies. Another example is the use of CAT profile mixture models [109], which allow the use of different stationary frequencies (of amino acids, originally) leading to an ensemble model with \( n \) profile matrices across sites (where each site has some probability of pertaining to any of the rate classes), again leading to better topological accuracy. CAT was later extended by models composed of mixture of matrices (e.g., [110]), allowing different empirical models to be considered simultaneously throughout the alignment, each of them also permitting inclusion of gamma rate categories. IQTree, among other packages, offers a wide range of possibilities of profile and matrix mixtures (either separated or jointly).

Hidden Markov models (HMMs) account for local correlations among sites, leading to better model fit in many cases (e.g., [111–113]). PhyML_multi [113] was shown to detect correct gene trees in the presence of recombination (generated by simulation), performing better than mixture models; its speed was also reasonable (considering that HMMs tend to be expensive algorithms), taking less than 4 min to estimate gene trees with 40 taxa on a single processor [113].

Site-partitioning models represent another reasonable way to account for spatial heterogeneity of rates. Each site is attributed to a single pre-specified rate class beforehand, based on previous biological knowledge (such as codon position, intron vs. exon, etc.), therefore constituting a type of fixed-effects models (contrarily to mixture models). They will be further discussed in Subheading 3.6.

### 3.4.4 Temporal Heterogeneity of Rates

A site under selection in a lineage may cease to be so upon entering a different niche; or it may be the other way around. In this context, models that do not permit variability of rates among branches across sites can induce systematic bias on tree reconstruction (e.g., [87, 114]). A heterotachy mixture model implemented in IQTree is a relatively fast procedure that allows different sites in a gene to have a separate set of branch lengths and model parameters, therefore being a kind of site-rate mixture model; the number of classes is user-defined a priori. The authors claim that extensive simulations obtained almost 100% accuracy for heterotachously evolved sequences ([http://www.iqtree.org/doc/Heterotachy-Models/](http://www.iqtree.org/doc/Heterotachy-Models/)). Another possibility is to use non-homogeneous models, such as nhPhyML ([http://pbil.univ-lyon1.fr/software/nhphyml/](http://pbil.univ-lyon1.fr/software/nhphyml/)), which allows a separate GC-content for each branch of the phylogeny [115].
3.4.5 RNA Models

RNAs typically depend on their tertiary structure to perform their biological function, which in turn depends on secondary structure. The latter can be divided into regions with internal pairings (stems) and single-stranded regions (loops). A general 16-by-16 RNA model captures the dependencies between the substitutions at the paired stem sites, including all possible nucleotide pairings (e.g., [116–119]). Nevertheless, the dimensionality of such a model can be reduced by considering that most pairings are unstable (hence their frequency is negligible) except for the canonical ones, which are either AU, UA, CG, GC pairings, plus two other less stable non-canonical states, GU and UG, observable at lower frequencies. The latter leads to a six-dimensional matrix [119, 120]. Other models have 7 states, extending the six-dimensional model with a mismatch state encompassing all remaining states [119, 121, 122]. MrBayes, for example, implements the 16-state doublet model that assumes that the probability of a one-step double change is zero, therefore any double changes must go through an intermediate step (possibly transiently less fit within the evolving population). PHASE (https://github.com/james-monkeyshines/rna-phase-3) is another example, implementing 6, 7, and 16-state models, allowing for double changes within an infinitesimal time interval [119]; furthermore, the latter implements statistical state-space projection allowing comparison of likelihoods between DNA models, 7-state and 16-state RNA models (model selection is more complicated when the best model has to be chosen among different dimensions because likelihoods are not comparable; see below). An analysis encompassing 287 RNA families indicated that the choice of the appropriate dimensional model can have a substantial effect on tree estimation, with the greatest differences being between DNA and RNA models, but also with variation within the different RNA models. Furthermore, 281 out of 287 had RNA models selected in preference to 4-state DNA models, with 7-state models fitting better conserved families with shorter stems, and 16-state models best fitted for more divergent families with longer stems [123].

3.4.6 Protein Models

Under probabilistic models, a full 20-dimensional protein matrix is too expensive computationally, so reductions are necessary for the amino acid alphabet. Dayhoff et al. [124] introduced an empirical model based on point accepted mutations (PAM), which are a function of the estimated number of mutations per 100 amino acids (based on 1572 observed mutations in trees from 71 families of closely related proteins), and with the constraint that each alignment had at least 85% identity. Different PAM matrices have increasing values (e.g., PAM100, PAM120, etc.), with larger numbers indicating larger evolutionary distances. Alternatively, BLOSUM matrices (BLOcks SUbstitution Matrix; [125]) calculate substitutions in conserved motifs of related sequences, with
associated indices (e.g., BLOSUM62, the default matrix for protein BLAST) defined by inclusion of pairwise identities of no more than X% (so for BLOSUM62, 62%), using local alignments, each being derived from observed alignments instead of extrapolated as in PAM matrices. The JTT model [126] continued the general idea of Dayhoff and colleagues creating an empirical matrix, but using a broader database, followed by other matrices (e.g., WAG and LG [127, 128]), including others focused at organelle types (e.g., mtMAM for mammals’ mitochondria; [129]) or at specific organisms (e.g., FLU for influenza virus; [130]). Further refinements incorporated protein mixture models with either gamma rate heterogeneity or with distribution-free site rate bins [131]; the latter two matrix models were shown to outperform standard models, providing significant gains of log-likelihood units for different data sets. All such models can be found in ML software such as PhyML, IQTree, and RAxML, and in Bayesian software such as MrBayes and PhyloBayes (the latter also employing mixture models), among others.

Similarly to RNA stem models, protein models can explore higher-order structure. Le et al. [110] tested the fit of supervised and unsupervised mixture models encompassing exposed/buried AA sites (EX2), exposed/intermediate/buried AA sites (EX3), and extended/helix/other sites (EHO), indicating that mixture models using this kind of information improved likelihoods while also impacting tree estimation, in comparison to mixture models not considering exposure and/or secondary structure characteristics. IQTree implements these models along with other types of mixture models.

### 3.4.7 Codon Models

Different triplets may code for the same amino acid due to the degeneracy of genetic codes, with synonymous nucleotide changes maintaining the same amino acid, whereas nonsynonymous changes alter the amino acid. Codon models leverage both mutational tendencies among nucleotides and selective pressure on amino acid substitutions. The whole set of triplets leads to 64 codons, but for many models three stop codons are not entered into the calculations, so 61-dimensional matrices are used. Initial models allowed a single nucleotide change per infinitesimal time. The MG94 model [132] contended two rates (between synonymous codons, and between nonsynonymous codons), and equilibrium frequencies of target nucleotides. Goldman and Yang [133] presented a more complex model by including a parameter associated with transitions, and employing a normalized distance between amino acids based on several physico-chemical properties (GY94); furthermore, they used codon equilibrium frequencies instead of nucleotide frequencies (contrarily to MG94). Later on, this model was simplified (YN98; [134]) becoming completely parametric (or mechanistic), including a transversion/transversion rate ratio,
and a parameter $\omega$ representing the nonsynonymous to synonymous rate ratio ($dN/dS$, becoming one of the most popular codon models due to its usefulness at estimating selection). Other models allow multiple substitutions combining parametric and empirical parameter values. WG04 [135] considers substitutions of two or three consecutive nucleotides as one possible evolutionary event, showing better fit than models not correcting for multiple substitutions. Another example is the ECM model [136], which has five different versions in which transition and transversion rates can be incorporated; a subset of 200 alignments from the Pandit database (http://www.ebi.ac.uk/research/goldman/software/pandit) indicated that the model with separate transition and transversion parameters had the best results, outperforming previous mechanistic and empirical models in phylogenetic reconstruction. Codon-PhyML [137] is a fast program for phylogenetic inference aimed at codon models, also having a large amount of models implemented. IQTree further allows complex codon mixture models, which in principle may lead to better fit models in at least some cases.

3.4.8 General Discrete-State Model

When using DNA data, it may be that transitions get saturated faster than transversions (Subheading 3.7.3), e.g. due to chemical similarities between pyrimidines (C and T), and between purines (A and G); in such cases, it may be more informative to consider only transversions by recoding purines as $R$ and pyrimidines as $Y$, and then apply a 2-state Markov model. Such binary state models are meaningful for morphological characters (e.g., presence/absence of wings), restriction site data such as AFLP (having a DNA band, or not), gene content, and indels. A natural extension is the use of multi-ordered states (nucleotide and amino acid data being subtypes), such as bone lengths within three or more size categories, or overlapping indel sizes with two or more categories (if indel length across taxa varies). Lewis [28] named this general model $M_k$ (Markov $k$-states). A more appropriate version considers data-sets in which constant characters are absent (such as SNPs), as stated before (Subheading 2.1.4), which Lewis named $M_{kv}$ ($v$ for “variable”). Variation across sites (e.g., gamma discretized rates) can also be incorporated (Subheading 3.4.3). Caution must be taken if frequencies of states are to be considered as parameters in the $Q$-matrix: differently than nucleotides (where an “A” is always an adenine across all characters), “0’s” and “1’s” are just codings that are reused across characters, not necessarily being comparable (can absence of a wing be summed with absence of beak in another character, to give an ensemble frequency of zeros across both characters?); incorporating state frequencies may be more justifiable for presence/absence data when it can be assumed (though only as an approximation) that the same process is operating across characters, as in restriction site and indel datasets. Examples of
software where \( Mk \)v models can be used are IQTree, which considers variable characters only, and MrBayes, which includes different versions depending on the matrix: only variable sites (e.g., SNPs, morphology); parsimony-informative sites (a subset of the variable characters, aimed at MP analysis); and variable plus constant characters for one of the states only (e.g., restriction sites including a band visible in all taxa). A recent study [138] showed that Bayesian analyses using \( Mk \) models outperform MP under conditions that are commonly encountered in paleontological studies, even when assuming a wide range of scenarios including missing data and rate heterogeneity.

### 3.5 Model Choice

While it is true that an overly simplistic model may bias phylogenetic reconstruction by failing to take into account important evolutionary parameters affecting a dataset (e.g., transition/transversion ratios, missing in JC and F81 models), choosing an overly complex model may also be problematic because with too many parameters variances may get too large, compromising precision; moreover, there may not be enough information for estimating too many parameters in a dataset (e.g., G-T substitutions tend to be rare in individual gene multiple alignments). Therefore, it is not surprising that alternative models can change the results of phylogenetic analysis by affecting model parameter estimates (e.g., genetic distances and branch lengths; [139, 140]), branch support measures [140], and tree inference [86, 141, 142], so justified ways to perform model selection are warranted.

We start our discussion with likelihood-based indices, then move to Bayesian-based criteria. First of all, to avoid lengthy calculations, most likelihood-based model choice procedures allow estimation of model fit in a fixed tree, speeding up computations. This is based on the fact that model parameter values are not severely impacted by a topology obtained by a greedy algorithm [143, 144]. Hierarchical likelihood-ratio tests (hLRT) calculate chi-squared \( P \)-values to test between nested models, in terms of one being a restriction of the other (e.g., JC is a nested model within F81 as both are equal except for the latter allowing different base frequencies), and whenever a significant model is found, it is chosen as the new null hypothesis, but it is restricted to nesting schemes; moreover, it also depends on the starting point and the path through the hierarchy of models (should we start from the simpler model, or from the more complex?). The remaining procedures do not depend on nested models, therefore being able to test larger sets of models. The AIC is an asymptotically unbiased estimator of the expected relative Kullback-Leibler information distance [145], measuring the amount of information lost when we use an inferred model to approximate the (theoretically) real one, with smaller values indicating relatively better fit. Its equation is:
AIC = \(-2l + 2k\), \(\text{(8)}\)

where \(l\) is the log-likelihood of the model under the fixed tree, with the \(k\) parameters fixed at their ML estimates. AICc \([146]\) is an AIC correction for parameters obtained from relatively small samples:

\[
AICc = AIC + \frac{2k(k + 1)}{(n - k - 1)}, \quad \text{(9)}
\]

where \(n\) is the number of samples (discussed below). BIC (Bayesian information criterion; \([147]\)) is an approximation to the log marginal likelihood of a model, so taking the difference between the BICs of two models can be a reasonable approximation to the natural log of the Bayes factor between them \([148]\); even though BIC was developed having that Bayesian commonality in mind, it should not be confused with indices aimed at model choice under Bayesian inference, described further ahead. Its formula is:

\[
BIC = -2l + k \cdot \log(n). \quad \text{(10)}
\]

DT is another reasonable likelihood-based model choice procedure, based on a decision theory framework \([149]\), where the best model is the one minimizing a function of relative branch-length error based on squared Euclidean distances. jModelTest 2 \([150]\) implements all four criteria above; alternatively, the software can also employ model averaging, in which branch support values are calculated as the amount of different models supporting a specific tree \([151]\).

What constitutes an appropriate quantity for \(n\) in the equations above is still debatable; usually \(n\) is considered the number of sites in the alignment, but it could also be number of sites times number of taxa, number of site patterns, etc. A recent study \([152]\) found that only for a small percentage of models under simulation the use of different versions of \(n\) support another model, and therefore \(n = \text{number of sites}\) should be satisfactory.

Two different simulation studies \([144, 153]\) showed that BIC and DT have comparable performance while also outperforming other criteria; another study \([152]\) also indicates that BIC finds the correct simulated model more often than other procedures, but only by a small margin. Collectively, these suggest that BIC is a reasonable and fast model choice criterion.

Another promising approach is cross-validation \([154]\), in which each model can be tested using training sets (used to estimate parameters) and testing sets (used to assign likelihood values), and then the model showing less discrepancy between likelihoods of the training and testing sets is to be preferred. As an example, it showed that the CAT model had a better statistical fit than WAG in reconstructing the position of nematodes and platyhelminths within metazoans \([155]\). Cross-validation is available in
PhyloBayes, but it may be relatively slower for testing models in many gene trees.

Those likelihood-based criteria can only compare Markov models with the same number of dimensions (e.g., all 4-by-4 reversible models). What about comparisons among models of DNA (4-dimensional), amino acid (20-dimensional), and codon (61-dimensional), to test for the best model across dimensions? ModelOMatic [156] was developed as a means to leverage comparison across trans-dimensional datasets. It works by employing adapter functions, projecting aggregated models onto the originally observed sequence data. It performed relatively fast with alignments from the Pandit database, and showed that depending on the empirical dataset used, models with different dimensions can be preferred [156].

Under BI, Bayes factors (BFs) are typically used to measure model fit between two different models, by computing the ratio of the marginalized likelihoods between them [148]. Alternatively, BFs can be calculated individually for different models, and then the simplest model having the largest $\Delta BF$ is chosen. Originally, the marginalized likelihood (obtained by integrating over likelihood values in the posterior distribution) was estimated by a harmonic mean estimator which was found to be an inconsistent estimator, leading to strong overestimation of the marginal likelihood [157]). A modified BI version of AIC (AICM) performs better but still is, to a lesser degree, relatively unreliable [158]. However, more accurate ways of calculating a model’s marginalized likelihood are still challenging for large datasets, such as thermodynamic integration/path sampling [157], and the stepping-stone method [159], both performing samplings along paths in the space of the posterior and the prior distributions (or between the posterior and a reference distribution, in the case of generalized stepping-stone [159]), possibly increasing the number of MCMC runs by more than tenfold per estimate. All latter approaches are found in BEAST; reversible-jump MCMC [160], which tests among models with different dimensions during a single MCMC run, also induces a large computational burden on large numbers of gene trees or concatenated datasets (available in MrBayes). All considered, likelihood-based criteria (e.g., BIC and DT) are currently much faster than Bayesian alternatives, being also relatively accurate, and scaling better regarding large phylogenomic analyses.

3.6 Partitioning

The fact that different genomic regions (or sites within a gene) can have different rates of evolution must be taken into consideration for phylogenetics analysis, otherwise topology and/or branch length estimates can get biased (e.g., [161, 162]); the use of mixed models, explained above, is one way to implement it. Partitioning is another strategy, whereby sites are allocated to data partitions a priori. Such a division can be based on genes, on
codon positions, on both, and even on other combinations (e.g., introns vs. exons, stems vs. loops, etc.), in most cases leading to better data fit. In general, a proportional model among partitions is assumed, in which branch lengths across partitions are kept proportional, up to individual rate multipliers, to avoid overparameterization. Nevertheless, individual partitions a priori may have lower fit compared to a model aggregating partitions into fewer classes. In this sense, PartitionFinder \[163\] estimates the relative fit of different combinations of partitions, the number of which can become explosive in phylogenomic datasets, reducing the complexity of the data; after the best partitioning scheme is chosen, the substitution model for each partition is done by model selection (e.g., BIC), significantly outperforming ad hoc selection of partitioning schemes on a range of published data sets \[163\]. Further combining partitioning scheme and mixture models (e.g., two GTR models for two genes, each model having a mixture model of site patterns) can be done in IQTree; ensemble analysis including partitions with different types of data can be done under many ML (e.g., PhyML, IQTree, RAxML) and BI-based software (e.g., MrBayes, PhyloBayes, BayesPhylogenies).

3.7 Controlling for Biases When Inferring Gene Trees

Gene trees are prone to both sampling errors (due to low amounts of data) and systematic errors (leading to incorrect inference even if amount of data is satisfactory). We will discuss both here; most issues also relate to reconstruction based on supermatrix methods (see Subheading 4.4), where we also address causes of gene tree variability among loci when estimating a tree using the latter method, but many of these biases can also impact supertrees and species tree methods. We start by noting some important sources of bias that may occur prior to the multiple alignment (issues with the alignment itself were discussed in Subheading 3.1).

3.7.1 Possible Sources of Bias Prior to a Multiple Alignment

When assembling genomes or contigs (either using a reference or de novo assembly), care must be taken to avoid chimeric mapping. This may occur in regions of low complexity, e.g. in genes embracing repetitive regions (e.g., virulence genes in some bacteria), or if there are paralogous genes that are relatively similar (e.g., globins in many vertebrates; IS elements in both prokaryotes and eukaryotes). Low complexity regions, and genes within, should be discarded previously to any phylogenetic analysis. Especially in the case of complete or near complete genomes (such as many prokaryotes), one tool that can identify regions of low complexity is Mummer \[164\], using its Nucmer script.

Annotation consistency is a desirable feature when comparing genomes through their predicted genes. Using the same annotation pipeline for all genomes is a way of achieving this consistency. However, not always this is possible, especially when using public annotations. In such cases, the resultant missing data across many
genes may induce artifactual relationships, and auxiliary genomic information (such as indels and gene presence/absence) must be considered with caution in these cases.

When incorporating genes from online databases (an important source in many phylogenomic studies), it is important to check if the taxonomy has changed: different names may mean the same species (inflating the number of taxa being analyzed); or the opposite may have happened: some subspecies may have been unraveled as different (possibly paraphyletic) species (perhaps biasing relationship assessment if one of the sequences is chosen randomly). In case of many copies of the same gene for a taxonomic unit in the database, one can include the largest (or randomly among equally largest), or generate a consensus of partially overlapping sequences under that taxonomic unit to maximize size (among other possibilities); SCaFoS [165] was developed for such situations. Nevertheless, for analyses under the Multi-Species Coalescent paradigm (MSC; see Subheading 4.6), more than one sequence per gene of the same taxonomic unit should in general be included.

3.7.2 Sampling Errors

After a multiple alignment is obtained, and assuming its potential biases were minimized, biases due to lack of adequate sampling may still compromise gene tree reconstruction. Genes with small sizes (considering its DNA or AA length, depending on the data type chosen) may bias proper resolution due to an associated relatively larger variance. Too much missing data in a gene (if distributed quite randomly) can also incur in sampling error, especially if a gene is relatively small [166], while for genes ≥ 1000 bp, up to 80% of missing data across taxa under different scenarios is tolerable [166]. Datasets with a few number of taxa, when there is the possibility of including more, are another possible source of bias, because adding more taxa can help in breaking effects of long-branch attraction (see below) even if added OTUs also contain reasonable amounts of missing data, as observed from simulated data [166, 167].

3.7.3 Systematic Errors

We first mention typical biases affecting individual alignments or concatenated datasets, and then we discuss methods to detect and (if possible) overcome such biases; some of these have already been mentioned above, and are commented en passant. Such kinds of bias, if present, may not be minimized by the inclusion of more data, and in fact may lead to highly supported, but incorrect, clades. Furthermore, systematic errors (that lead to incorrect gene tree reconstructions) are not to be confused with legitimate sources of gene tree discordance, or gene-tree/species-tree discordance. The following list is representative of systematic errors, though not exhaustive.
Saturation is the effect of multiple substitutions impacting the same site in a multiple alignment, making the number of actual differences in a site between two taxa more than what is observable (which is always at most one, when nucleotides are different between two sequences). This kind of bias was one of the main reasons for the development of probabilistic methods (which incorporate models that correct for the extra substitutions). When saturation is extreme, the amount of substitutions is underestimated, leading to shorter branch lengths (especially at deeper divergences), which can lead to biased topologies in many cases [168].

Missing data, besides potentially generating sampling error, can also generate systematic errors when their distribution is not random [169], as is the case with datasets incorporating genes from the literature, e.g. when original studies focused on a subset of the taxa but other laboratories have not sequenced the same region for related lineages. Furthermore, under both ML and Bayesian frameworks, among-site rate variation can interact with ambiguous data to produce misleading estimates of topology and branch lengths [170].

An improper evolutionary model (Markov model) can also impact phylogenetic reconstruction, especially if an overly simplified model is employed, underestimating branch lengths [151]; this also includes properly adjusting for variability in rates across sites [107], with the rationale also extending to proper partitioning [163].

Compositional heterogeneity may also impact reconstruction because similar but unrelated nucleotide stretches can get closer due to their similarity even though they are not closest relatives, as is the case with thermophyllic prokaryotes which have high GC content mostly due to their higher stability in hot environments [171].

Assuming a dataset follows a homogeneous model across lineages when in fact it is incorrect (heterotachy being a subcase) may also fail to capture correct relationships [87].

Selection in some cases can induce convergent tracts in distant lineages (convergent selection), or contrarily, suggest that closely related taxa are distant incorrectly (divergent selection). For example, an analysis of rbcL sequences (encoding the photosynthetic Rubisco enzyme, of crucial importance due to its role in photosynthetic carbon oxidation) from over 3000 species representing all lineages of green plants plus some phototrophs detected positive selection in many lineages of land plants [172].

Specific priors under BI can also lead to unrealistically large branches [173] and overconfident branch posterior probabilities [174].

Big genome artifacts relate to analyses based on gene content, in which lineages who lost (or gained) many genes in parallel may be highly supported as sister groups [48].
Rogue taxa are taxa with unstable placement in trees across datasets, or across data resamplings (e.g., bootstrap), which besides misguiding their own correct position in the tree, may also reduce overall support for branches across the tree [175].

Long-branch attraction (LBA) is one outcome expected by many of the above cited artifacts, related to the algorithm behavior of most phylogenetic models in different scenarios, where unrelated long branches attract each other due to shared homoplasies (e.g., due to symplesiomorphies, saturation, missing data, wrong model, heterotachy, etc.) [176].

All four phylogenetic methods described previously can also induce biases in different circumstances, as commented in Subheading 3.2.5.

Saturation is a pervasive problem in datasets including relatively distant divergences, even if the data as a whole is homogeneous in all other senses; hence, we approach ways of detecting it in more depth. Detection of saturation can be done by checking a distance plot, and alternatively by estimating the slope and comparing it with a transformed dataset supposedly less affected by multiple substitutions. Plotting p-distances in the $y$-axis (uncorrected distances) against patristic distances (edge distance in the tree connecting the same two taxa) obtained under the best-fit model can be done in PATRISTIC [177]. Here, the patristic distances in the $x$-axis are intended to be a proxy for the time between divergences, and it is expected that under a non-saturated dataset the slope should be linear; however for saturated datasets the p-distance will be underestimated, and if a curve leading to a plateau is observed, it is a sign of saturation. The next step could be data transforming/subsetting (see below), and then saturation in this new dataset can be compared to the original by checking the slope: if the slope is kept relatively the same or increases, then the new dataset is relatively better at counteracting saturation; and if the slope decreases sensibly, then the data transforming/subsetting did not work as expected. Another possible way of estimating saturation levels is using Xia’s index [178], which is a function of the entropy of a site, based on the idea that the more saturated the dataset, the closer the average entropy across sites will be to the maximum entropy value, and then an empirically-derived critical value of significance is obtained; if the average alignment entropy is not significantly smaller, the interpretation is that the sequences have experienced severe substitution saturation [178]. DAMBE [179] obtains two critical values, one for a symmetrical tree, and another for an extremely asymmetrical tree, and ideally the value for the data should be significantly lower than both.

Once detected, there are many procedures that can be considered to minimize saturation, as well as minimizing other biases in gene trees. A few of them, along with their pros and cons, are depicted:
1. Discarding fast-evolving sites, e.g. using OV-method or TIGER [180, 181]. However, [182] depict cases in which both share systematic biases: against (1) characters with more symmetric distributions of states; (2) characters with greater observed character-state space; and (3) large clades in the context of character conflict. Downweighting such sites under an MP framework is also a feasible alternative.

2. Discarding 3rd codon positions, which tend to saturate faster than 1st and 2nd positions. A study employing phylogenetic reconstruction of vertebrate rhodopsin sequences [183] showed that by removing 3rd codon positions spurious reconstructions can be corrected. Nonetheless, third codon positions may also be highly informative even at deep divergences, bearing greater number of parsimony-informative characters compared to 1st and 2nd positions, as observed in a study of evolution of seed plants [184]. Alternatively, instead of discarding, downweighting 3rd positions under an MP framework can be useful (see, for example, [185], which studied cyt-b evolution in deer mice).

3. Recoding as amino acids if applicable, or even further reductions based on clustering by biochemical characteristics, such as Dayhoff recoding (as was done in [186], in analyzing the origin of eukaryotes, a dataset where strong levels of saturation are expected), available in PhyloBayes.

4. Recoding in a lower-dimensional state space, such as RY-coding for 3rd codon positions, in which purines are recoded as “R” and pyrimidines as “Y” to alleviate the excess of transitions (e.g., ReCoDer: http://web.pdx.edu/~stul/Software.html). Such a recoding was done in an avian phylogenomic study [187], which helped to identify potentially flawed clades. Other reductional recodings are also possible: SeqVis [188] displays the nucleotide composition of a set of sequences within a multiple alignment in a tetrahedron; the more points gather together, the more similar they are in composition, and the more they are spread apart from one another, the larger the variation. Tetrahedron plots can be obtained for the whole alignment or for each of the three codon positions separately. If reasonable spreading is detected in any of the latter, SeqVis can depict all 2-state and 3-state recodings in lower dimensional plots, possibly alleviating compositional heterogeneity without the use of heterogeneous models, which are much more costly to run.

5. Use of models that accommodate both site and lineage rate changes, such as mixture and/or heterotachy models. P4, PhyML, IQTree, PhyloBayes, BayesPhylogenies, and PHASE are some of the programs including such models. Some of these
algorithms retrieved phylogenies conforming better with morphology-driven taxonomy (based on putatively reliable evolutionary characters) in a mitogenomic study of beetles [189].

6. Automatically discarding sites including too many gaps, for example using TrimAl [190]. Non-random distribution of indels can induce artifactual gene tree relationships in some conditions [170].

7. Detecting rogue taxa and automatically excluding them in RogueNaRok [191] or RAxML, and then recalculating bootstrapped data without their presence. Removal of rogue taxa was shown to improve resolution in bee flies [192], on collections of bootstrap trees from 26 real-world multiple sequence alignments [193], and in examples from the literature and from large biological data sets [194].

8. Increasing taxonomic sampling may help in breaking up long branches by revealing synapomorphies (as reviewed by Heath et al. [195]).

9. Trying different phylogenetic methods for gene tree estimation, at least a non-parametric (MP) and one parametric (e.g., ML or BI) if possible.

3.8 Inferring Clade Support

It is important to assess the amount of statistical support that clades in an estimated tree have. Below we describe the main measures used, further discussing their pros and cons.

3.8.1 Bootstrap

The most common procedure is the bootstrap [196], in which sites of the character matrix (e.g., derived from a MSA, or morphological) are resampled with replacement until the original number of sites is reached. Such resampling is done a large number of times (usually 1000), and for each such pseudoreplicate a tree is estimated, always based on the same phylogenetic method. In the end, a *majority-rule consensus tree* (MRC), which includes only the splits found in a majority of the input trees (therefore possibly inducing some polytomies) is generated. An extension of this algorithm, aimed at generating a more resolved tree (in terms of bifurcations), keeps including less supported splits as long as they are compatible with splits already present in the tree, being called *extended majority-rule consensus* (eMRC) or *greedy consensus*; it is the most common variation found in many phylogenetic software. Many studies assume a threshold of 70% bootstrap proportion to consider a split reliable under bootstrapping (discussed below). Alternatively, supported clades in the consensus tree can be attributed to bipartitions on the best tree (obtained previously by the same method). The *rapid bootstraping* method in RAxML (not to be confused with the ultra-fast bootstrap approximation of IQTree;
see below) is a modification that pre-computes prunings of all subtrees, then tests reinsertions of these but only within a fixed radius of neighboring branches (a type of \textit{lazy} subtree pruning and regrafting), speeding up computations.

### 3.8.2 Ultra-Fast Bootstrap (UFBoot)

Though with a similar name, UFBoot [197] is more different than the algorithms above. It performs resampling of estimated log-likelihoods, and then it focuses only on relatively well-supported candidate trees using NNI moves. It can be up to \(3.1 \times\) (nucleotide) to \(10.2 \times\) (amino acid) faster than RAxML’s rapid bootstrap, on average.

### 3.8.3 Jackknife

This measure involves resampling without reposition dropping a fixed percentage of characters on every turn, to test for sensitivity of character inclusion [196]. The latter suggests dropping 50\% of the characters of a matrix, but only because then jackknife and bootstrap would have the same coefficient of variation, being more comparable with each other [196, 198]. Contrarily, Farris et al. [199] suggest deleting \(1/e\) characters based on probabilities of support of a clade vs. a conflicting one. An advantage of the jackknife is its speed, as it uses less characters than bootstrap variations in its calculations. Even though it has not been used as much as other measures previously, it has been useful in some species tree studies (e.g., [200]), one of its main uses being in testing repeatability of different methods according to different subsampling schemes (see Subheading 4.8.3).

### 3.8.4 Posterior Probability

Under a Bayesian MCMC phylogenetic analysis, there are different ways to summarize clade support. One way is to calculate an eMRC topology containing clades occurring in at least x\% of samples (e.g., 50\%, 95\%, 99\%). Another way is to compute the MAP (maximum a posteriori tree) by means of a \textit{maximum clade credibility tree} (MCC), which is the phylogeny among the samples having the largest product of clade probabilities (each clade of every MCMC tree being counted across all samples). A \textit{median tree} can also be obtained by defining a metric on a high-dimensional tree space, such as Robinson–Foulds distances or variants (see below), and then estimating the tree that minimizes the distance to all MCMC trees, as in MulRF [201].

### 3.8.5 Local Support Measures

Another set of local indices measure the conflict between different bipartitions within the same quartet of subtrees, instead of simply quantifying the most frequent split. Different local support measures exist, based on some function of the likelihood (or probability) of the inferred resolution having the four observed subtrees adjacent to it, compared to the other two possible unrooted binary resolutions of the same four subtrees. In general,
when the probabilities of alternative resolutions are being calculated, optimizations are done only locally (in the specific branch being tested plus the four adjacent ones), saving computations therefore allowing faster clade support estimates. The \(aLRT\) support measure (approximate likelihood ratio test; [202]) is based on the ratio of the likelihood of the best ML resolution vs. the second best using a chi-squared test with asymptotic distribution under a 50\%\(\chi^2_0: 50\%\chi^2_1\) mixture, with resulting \(P\)-values that can be converted into support values ranging from 0.125 to 1. The \(SH-aLRT\) [81] is a non-parametric estimate of the latter, implementing a test akin to the Shimodaira-Hasegawa algorithm [203] (see below), by summing site log likelihoods over the alignment across pseudoreplicates (resampling sites with replacement); branch support is then the proportion of replicates for which the likelihood of the ML tree is significantly superior than the second best. \(aBayes\) [204] is a Bayesian extension of aLRT, in which a flat prior is used for the three possible rearrangements around an edge.

An extension to the above rationale would be to consider, within a set of trees, all observable splits that contradict an internal branch (instead of focusing only on the three possible ways that connect four subtrees locally), for example across bootstrapped trees. After applying Shannon’s entropy formula, [205] derived:

\[
ICA = 1 + \sum p_i \times \log_n(p_i),
\]

(11)
in which \(n\) is the number of resolutions being considered: two if only the two most frequent resolutions are considered, being called the \(IC\) index (Internode Certainty); or including all resolutions found in the tree set, in that case being called \(ICA\) (Internode Certainty All). \(p_i\) is the relative frequency of the \(i\)th bipartition across all resolutions within the set of trees; in practice (for computational reasons), only bipartitions appearing \(\geq 5\%\) are considered [205]. A value of 1.0 in a consensus tree indicates absence of conflict (therefore the data strongly supports that split in the consensus), a value of 0.0 represents lack of support for any resolution, and negative values are incorporated in case the most supported split is not within the consensus tree (which may happen, e.g. if branch support values are being drawn in the MP/ML/MAP tree instead of the majority-rule consensus tree). These values can be summed up across the tree, leading respectively to \(TC\) (Tree Certainty) and \(TCA\) (Tree Certainty All) scores, where trees having higher scores denote less branch conflict overall. Values can also be compared across trees, in which case a normalized score for each tree is given by dividing \(TC\) (or \(TCA\)) by \(n-3\) (the total number of internal branches for the \(n\) taxa present in an unrooted binary tree). Due to their nature, those indices are also useful for assessing split conflict across gene trees in a phylogenomic context (see Subheading 4.4). A further extension [206] allows its use in a collection of
partial gene trees (i.e., when the whole set of taxa is not present across all gene trees), a common scenario in phylogenomic datasets. All four indices are available in RAxML.

3.8.6 Decay and Double-Decay Indices

Developed under the parsimony framework, the Bremer support (or decay index; [207]) for a clade is the number of extra steps required to lose that same clade that is present in the set of most parsimonious trees. Therefore, it measures how resilient a hypothesis of relationship is under successively worse trees (i.e., trees with more steps). The larger the number of steps until a clade collapses, the more credible it can be considered. Double decay analysis [208] is the determination of the decay indices of all n-taxon statements/partitions common to the set of most-parsimonious trees, providing a comprehensive summary of the ensemble set of Bremer indices for all fully (i.e., clade with all of its taxa) and partially (i.e., subsets of taxa of a clade) supported relationships in the form of a reduced consensus support tree. RadCon [209] is a software that calculates both Bremer and double-decay indices. Decay and double-decay indices were used to assess relationships of crown Cetacea using concatenated morphological, paleontological, and genomic data [210].

3.8.7 Discussion

Many studies have investigated the properties of the standard bootstrap approach for phylogenetics (summarized in Felsenstein, 2004; and references therein), showing that it has many limitations. As an example, using simulations and a laboratory-generated virus phylogeny, [211] showed that bootstrap values are in general conservative, with values \(\geq 70\%\) corresponding to a \(\geq 95\%\) probability that the clade is real, but only under specific (and possibly unrealistic) circumstances (equal rates of change, symmetric phylogenies, and internodal change of \(\leq 20\%\) of the characters); when these are not met, bootstrap values of 50% or more may be overestimates of accuracy [211]. Speed was also a limiting factor of the original bootstrap algorithm due to the many topology estimates that must be performed (one per each pseudoreplicate), which led to the development of the fast (RAxML) and ultrafast (IQTree) approximations discussed above.

Posterior probabilities were initially thought as a more direct measure of clade probability and therefore more appropriate than bootstrap, but then it was noted that it could also be inconsistent mostly due to some biased prior choices. Important issues were high support for non-existent branches (e.g., [93]), and branch lengths being unrealistic large [94]. Some solutions to the former was inclusion of polytomy priors [174], as in Phycas, acknowledging the possibility that some branches could be zero (therefore non-existent); and solutions to the issue of large branches involved the development of priors for separate internal and external
branches, or also decreasing the mean of the exponential prior of all branches by an order of magnitude (as in MrBayes). Nevertheless, convergence of chains and speed are still an issue in cases of many genes and/or taxa.

Local support measures weigh over alternative splits within an internal branch, contrasting to consensus techniques which report the most frequent split only, at the same time being fast to calculate and having reasonable accuracy [204, 205]. A study using simulations and performance in a Metazoan phylogeny by Anisimova et al. [204] showed that the standard bootstrap was excessively conservative and much slower than aLRT-like methods. Rapid bootstrap (of RAxML) had better correlation with probability of a clade being true when compared to the standard bootstrap (but worse than aLRT-like local support measures), but still relatively slow. SH-aLRT was reasonably accurate (though aLRT and aBayes presented highest statistical power) while also more robust than other local support measures when key assumptions were not met, being the recommended index by the authors. Regarding IC, ICA, TC, and TCA, an example of their versatility is a phylogenomic study of 23 yeast lineages including 1070 genes, which showed that clade support (in terms of percentage of gene trees containing the bipartition) for the placements of *Saccharomyces bayanus* and *Zygosaccharomyces rouxii* were 52% and 62% respectively, but their IC/ICA were respectively 0.05/0.14, and 0.59/0.47, evincing that the *S. bayanus* grouping is much more disputed across the gene trees [205]. Furthermore, TC/TCA scores allow ordering of all the gene trees, which can be useful for subsequent selection of compatible trees. As an example, after ranking 1070 genes from the 23 yeast species according to their TC value (obtained from each gene’s bootstrap trees), concatenation analysis of the 131 genes with the highest TC placed the lineage embracing *Candida glabrata* in a position not supported by the complete set of genes, though agreeing with the presence of several distinct rare genomic changes [212]. IC and ICA scores can also be used to test for resolution of different splits regarding a subset (or all) of the characters (regarded states are binary; RY-coding can be used for DNA data; see Subheading 3.7.3), such as rare genomic changes, indels, sites with radical amino acid changes, and so forth [205]: in the same yeast dataset just mentioned, a set of 20,289 sites containing single radical substitutions was shown to support splits that were incongruent with the tree supported by the whole set of characters [205]. This character-based version of ICA can be particularly important to identify conflict among characters in a supermatrix analysis, as it tends to be less impacted by a specific type of statistical bias (large sample effect) than other support measures (see further discussion in Subheading 4.4).

UFOBoot correlates better with the true probability of a clade, as well as behaving better under some model violations [197] when
compared to SH-aLRT, at least in simulations; furthermore, it was shown to have a median speedup gain in the range [3.1–10.2] (under real DNA and amino acid data, respectively) compared with RAxML rapid bootstrapping.

The double-decay index provides a better comprehension of complex phylogenetic hypotheses than other indices, as it focuses on the decay indices of all \( n \)-taxon statements/partitions common to the most-parsimonious tree, being visualized by, e.g., reduced consensus support trees; it highlights weaknesses of phylogenetic hypotheses rather than its strengths, without depending on a priori exclusion of poorly known taxa from phylogenetic analyses [208].

### 3.9 Tree Distances

It is important to test for tree differences among gene trees, between gene trees and a species tree, or among different phylogenomic methods, to name a few examples. A commonly used measure is the unweighted Robinson-Foulds distance (RF-distance; [213]), also called symmetric difference, or partition metric. It measures the number of internal branches that generate different splits between two topologies (Fig. 1). A normalized distance score can be obtained upon dividing RF-distance by the sum of all bipartitions observed across the two trees, or by dividing by the maximum possible number of split differences between two fully resolved trees with the same number of taxa (which is always \( 2^n - 6 \));

![Fig. 1](image.png)
the former normalization returns a distance of 1.0 (maximal distance) between a fully resolved tree vs. a bush tree, and also 1.0 for two completely dissimilar bifurcating trees (therefore relatively conservative), whilst the latter normalization returns a distance of 0.5 between a fully resolved tree and a bush tree (more liberal). RF-distance (either normalized or not) is widely used in the literature, even though it may attribute large distances between trees having similar structures in some cases (Fig. 1). An unrelated, but also strictly topological measure, is the path-length distance [214], based on the ensemble difference of the number of branches separating pairs of tips in two different trees.

Other measures include branch lengths, such as the weighted RF-distance and the branch score distances. The general idea is to sum absolute values of differences in branch lengths (if weighted-RF), or to take the square root of the sum of squared differences (if branch score), across all branches (internal and external) present on either tree or both (a length of 0.0 is attributed to a branch absent in one of the trees), with more similar trees having smaller values. The geodesic distance [215] is based on the generation of a tree space that assumes each of the possible $2^n - 3$ topologies is defined by an $\mathbb{R}^+\text{orthant}$ (i.e., the general $n$-dimensional Euclidean analogue of a quadrant in 2D-space). Each axis delimiting an orthant represents the length of a specific branch; the dimensionality of each orthant depends on the set of branches being considered (if it is only the internal branches, then each orthant has $n - 3$ dimensions), and each possible tree can be represented by a vector in such a tree space. Then, the shortest path between two trees that lies completely inside the space is calculated. Its computation is polynomial-time [216], but can be approximated in linear time [217].

Other types of tree distances are based on a reduced set of leaves in common that they induce. Quartets-based distance [218] measures the amount of quartets different between two trees. The triplets distance [219] follows the same rationale, but in terms of induced three-taxon trees dissimilar between rooted trees. The MAST distance (maximum agreement subtrees [220]) is based on the size of the maximum shared subtree identical in two trees, being converted into a distance by subtracting it from the total size of the tree.

Kuhner and Yamato [221], using simulations (and including more distance measures), found that for trees involving recent divergences distances incorporating length information performed best, whereas for deeper divergences topology-only metrics had a better performance. Gori et al. [222] simulated different “cluster trees” (i.e., a tree common to more than one locus) within a species tree, showing that branch-score and geodesic distances (both taking branch lengths into account) performed better than RF-distances at identifying gene trees corresponding to loci of
common evolutionary history (which were then submitted to clustering procedures to test for the optimal number of such clusters [222]).

A different set of distances is based on the minimum number of topological rearrangements that transform a tree into another. The minimum number of NNI, SPR, and TBR moves (Subheading 3.3) between two trees can also be employed as distance measures. All those rearrangements are NP-hard, but even though there are heuristic solutions to compute them, they are not as commonly used for large studies being expensive to calculate when trees are too dissimilar [221].

Suggestions of software implementing many such metrics are treedist (within package phangorn in R), treescape (also in R), and a set of scripts in python by Kuhner and Yamato [221].

Assessing statistical significance of trees is warranted if one wishes to report reasonable trees besides the best tree, or to compare different trees a priori. Instead of focusing on the amount of support for each internal branch as discussed above, the aim is to test how likely is a topology (or a set of topologies) as a whole under the given optimality criterion (e.g., parsimony). The general idea is to test for significance of differences of score between trees (i.e., sitewise or overall scores), and then if such a difference is significant, the suboptimal tree is considered significantly worse than the tree with better score. It is important to consider whether the trees being compared were chosen a priori (e.g., testing for alternative sister-group relationships that may have been raised in the literature) or a posteriori (e.g., testing for suboptimal trees against the best tree found), as some tests are appropriate for the former, others for the latter framework.

In terms of MP, the Templeton test [223] aims at testing two trees chosen a priori. It assesses the magnitude of difference (in number of steps) for each character in each of the two trees, replaces absolute values of differences by their ranks, and then re-applies the signs. The sum of the less numerous sign is used for a two-tailed Wilcoxon signed rank test. The KH-test (Kishino-Hasegawa test; [224]) can also be used under parsimony; it uses a $t$-test to compare the difference in steps between two trees chosen a priori.

Under ML, sitewise differences in log-likelihoods are computed, and then significance of the sum of differences ($\delta$) can be assessed either by a $t$-test approximation or by resampling procedures. In most implementations, the ML-version of KH-test can use both versions. Regular resampling (i.e., bootstrapping and then re-estimating all model parameters and branch lengths) can be employed when it is reasonable to assume non-normality of the data, but it can be costly computationally. A workaround is bootstrapping over $\delta$, as it is in general reasonable to assume that
parameter values are stable around non-optimal trees [143, 144]. This was termed the RELL (resampling estimated log-likelihood; [224]) bootstrap, which speeds computations by a large amount as nothing needs to be estimated. Susko [225] showed that the KH-test is conservative and provides a corrected version. Another study [226] presented a KH-test that adjusts for alignment uncertainty, which can be implemented currently only by scripting.

The SH-test (Shimodaira-Hasegawa test; [203]) can be used to compare multiple trees chosen either a priori or a posteriori (commonly used with RELL bootstrapping as well). The null hypothesis is that the set of specified trees can explain the data equally well, and the alternative hypothesis is that one or more trees are better approximations of the data. It computes normalized values of δ that account for the contribution of the maximum likelihood tree to the null distribution, therefore avoiding the bias of a posteriori tree selection. A problem with the SH-test is that a set of reasonable a priori or a posteriori trees must be provided (such as trees obtained using other phylogenetic methods, based on other datasets, and/or by also considering second-best ML trees under the same dataset). If implausible trees are included, they will tend to increase the mean log-likelihood differences, therefore making the test too conservative [227]. A workaround in such cases is using a weighted SH-test [203]. Another possibility to reduce such bias is the use of the AU-test (approximately unbiased test; [228]), that calculates the null distribution and p-values based on multi-scale bootstrapping, in which pseudoreplicates are of different sizes, being the most recommended test of significance for topologies considered in a set of reasonable trees (either a priori or a posteriori trees).

The SOWH-test (Swofford–Olsen–Waddell–Hillis test; [229]) uses the parametric bootstrap technique (which simulates an alignment with pre-specified choices of parameters under a chosen tree) to simulate datasets under the null hypothesis (e.g., a tree with a locally polytomic region of interest; [225]) using the same model selected for the original dataset, and for each pseudoreplicate the log-likelihood of the null and ML trees are estimated (therefore it uses full optimization instead of RELL); the significance of the original difference (by comparing to the distribution of values throughout the datasets) is then assessed. Nevertheless, the SOWH-test can be very dependent on the correct specification of the evolutionary model, and it also appears to be affected by heterogeneity in branch lengths [227, 229, 230].

Another way to assess the credible set of a posteriori topologies is using Bayesian inference, already mentioned above. At the end of an MCMC run in MrBayes, for example, an output file reporting the confidence set including all trees which summed frequencies are within the $1 - \alpha$ threshold (such as 95%) can be obtained. However, if many taxa are included, or if the run has not converged properly,
the credible set may be biased, and it may also not include some desired a priori trees.

Like all significance tests, the above tests are meaningful only if the dataset is fixed; it is legitimate to compare the best and the second best ML topologies (e.g., using AU-test) using a core-coding dataset, or to test for a priori tree based on a previous study under that same dataset (e.g., using KH-test), but if the dataset is changed, $p$-values become non-comparable. In that sense, it is important to provide reasonable arguments for the dataset to be used for assessing significance of trees (e.g., if it is limited to the set of morphological characters, or a reduced set of the genes studied). The above tests can be used for species trees (under concatenation) as well.

An example of software that estimates significance of trees is CONSEL [231]. IQTree has fast implementations of all the tests above (except for SOWH) which are adequate for very large datasets (such as supermatrices). The SOWHAT package [232] automates the process of performing SOWH tests considering different variables such as number of replicates, ML software (GARLI or RAxML currently), possibility of including gaps in the simulations, choosing different models, and use of polytomic trees as null vs. fully resolved trees.

4 Estimating the Species Tree

We start by reviewing the main evolutionary forces that can lead to gene trees that are actually different from their containing species trees, and different among themselves (therefore disregarding systematic biases discussed previously). More in-depth reviews on these processes can be found in sources such as [233–236]. Subsequently, we discuss three general ways to gather information from gene trees to estimate a species tree: supermatrix (also called concatenation, or total evidence), supertrees (including consensus methods), and species tree methods (including summary methods and others). We discuss each of them, subsequently showing in which cases their use is reasonable.

4.1 Incomplete Lineage Sorting (ILS)

When two populations start to diverge, different alleles inherited from the ancestral population may get reduced to a single allelic variant through time (e.g., by genetic drift); this is complete lineage sorting (referring to the single allele that was “sorted” by each population), and results in populations (either terminal or internal to the phylogeny) that are reciprocally monophyletic regarding that allele. Contrarily, if more than one allele survives between internodes, this is called incomplete lineage sorting (ILS). In such a scenario, if the allele fixed in a population is not the closest relative to the allele fixed in the other diverging population, the outcome is
deep coalescence, whereby coalescence of those alleles is previous to the immediate ancestral population, inducing an incorrect species tree (Fig. 2, case I). ILS (even without deep coalescences) is one natural outcome of the multispecies coalescent model (MSC), which is itself an extension of coalescent theory that provides the link between phylogenetic models and the underlying population
When considered within a phylogenetic perspective, MSC provides a theoretical framework for estimating species trees based on individual (or ensemble) analysis of gene trees, while also accounting for possible deep coalescences due to ILS. Incorporating ILS as a natural possibility of the MSC translates to assuming it is a pervasive force, a reasonable assumption given the stochastic nature of lineage sorting when species diverge from each other. Most implementations assume linkage equilibrium among loci, and with each locus being free from recombination internally. The model has been applied more commonly to eukaryotes, where cross-overs during meiosis reduce levels of linkage between loci across time even for closely related lineages, matching to some extent the assumption of free recombination between loci. In practice, to infer a species tree assuming the MSC model, the following formula is applied:

\[
P(S | X) \propto P(S) \cdot P(G|S) \cdot P(X|G),
\]

where \( X \) is the data, \( S \) is a species tree being proposed, and \( G \) is a compatible gene tree within \( S \) (in terms of absolute or relative divergence times) with model parameters according to an evolutionary model. Estimating the best tree (or actually the set of credible species trees) regarded the formula above is generally done under a Bayesian framework, after marginalizing over the species trees sampled from the joint posterior density.

### 4.2 Duplication and Loss (DL)

It is an important source of gene/species tree conflict when some of the sampled genes are homologous, but paralogous instead of orthologous. Even when there is no loss of paralogs, the sampling of lineages that are not true orthologs will make them appear more closely related to each other than they are in the actual topology (undetected paralogy; Fig. 2, case II). Many cases of past duplications and losses have been inferred in plants, insects and ray-finned fishes, among other eukaryotic lineages. Those are also common processes in prokaryotes.

### 4.3 Horizontal Gene Transfer (HGT)

Here we restrict the term HGT to instances where allelic variants from an outer population/species get incorporated by the recipient population’s gene pool, which is the definition mostly used in phylogenomic studies (whereas the general definition also embraces the possibility of incorporation of new genes). This is similar to the concept of gene flow, a definition more commonly found in eukaryote studies. Different ways of incorporating new allelic variation include homologous recombination, such as during meiosis in eukaryotes, in that case being reciprocal; when non-reciprocal (i.e., the transfer is unidirectional), it is called gene conversion, such as following conjugation in bacteria, as well as in eukaryotes by paralogous gene conversion (Fig. 2, case III). Even
when unidirectional regarding the individuals participating in the event, the net effect may be interchanges between two or more populations through time. In case homologous recombination occurs within a locus, it will lead to different phylogenetic stories depending on which segment the analysis is based on [240] (Fig. 2, case III). Homologous recombination is pervasive in Bacteria even among more distant lineages, whereas in eukaryotes it tends to be restricted to genetically similar populations (due to meiosis restrictions). Non-homologous recombination can also aggregate novel regions within a gene (e.g., fragments of insertion elements due to transposition). Hybridization is a massive mixture of genomic components from two genomes, such as in salamanders [241] (Fig. 2, case IV). Alternatively, introgression may also happen when there are successive backcrosses with a parental genome after acquiring variation by hybridization (Fig. 2, case IV), such as in Campylobacter proteobacteria [242], salamanders [243], and in many plant lineages.

4.4 Supermatrix Analysis

This is a method based on concatenating all genomic regions into a single matrix including all taxa present in at least one of the datasets (Fig. 3). Also, different types of characters can be aggregated into a...
supermatrix, such as morphology, restriction site data, etc. [210], with the possibility of using morphological/binary evolutionary Markov models for the appropriate partitions (such as Lewis’ Mk/Mkv models) alongside DNA, codon, and amino acid models (e.g., IQTree). Such a concatenated dataset is then subjected to phylogenomic inference using the desired phylogenetic method (distance, MP, ML, or BI).

Many programs able to analyze single gene tree are able to perform supermatrix analyses up to a few genes, but some programs scale better when thousands of genes are included (e.g., TNT, IQTree, RAxML, ExaML, FastTree). Goloboff and colleagues [244] published a concatenated analysis of 73,060 taxa, including major eukaryotic lineages (under MP, using TNT), being the largest de novo supermatrix analysis thus far and reconstructing most groups as known previously. TNT is probably the fastest supermatrix software, employing advanced tree searches and mixing different algorithms [73] based on the maximum parsimony criterion.

Supermatrices are particularly appropriate when genes follow the same tree without strong levels of recombination among loci, as is the case with organelles such as mitochondrial and chloroplasts, and for prokaryotes within short evolutionary distances. Important drawbacks of concatenated analyses are: (1) it hinders variation among gene trees by assuming implicitly that all of them conform to a single species tree; (2) if sampling was heterogeneous across species there may be too much missing data, which can affect topological reconstruction; (3) large data sampling effects inflate credibility in some clades; (4) spurious hidden support can lead to support for non-existent clades; and (5) in case of moderate to severe levels of ILS, supermatrix can become statistically inconsistent. The latter three issues are further discussed now.

One important characteristic of some support measures in the context of supermatrices, such as bootstrap and posterior probabilities, is that they can be plagued by large data sampling effects, similarly to the pattern of overconfidence of $p$-values in large statistical analyses [245]. An example is given in Fig. 4 regarding the $((A,B),(C,D))$ split in a quartet tree, where a set of four sites is repeated in powers of ten, generating datasets from $4 \times 10^0$ (4 sites) up to $4 \times 10^5$ (400,000 sites). In each unit of four sites, the split $(A,B)$ is supported by two sites (first and second), but negated by the other two (which support the other two possible splits). Common sense suggests even though $(A,B)$ would be relatively better supported across bootstrapped datasets, support would still be present for the remaining splits; instead, that is not what happens: support for $(A,B)$ is already 100% under either MP or ML with only 400 sites in total! A similar simulation was presented in [246], where units of 100 sites contained 53 of them favoring a tree bipartition (say phylogeny A) vs. 47 sites supporting
another. When this character set was expanded (but again proportion of sites supporting each phylogeny remained the same), bootstrap for phylogeny A increased to \(~ 97\%\) with only 1000 bp in total (530 sites vs. 470 sites). Therefore, even in the presence of a reasonable proportion of contrasting characters, the hypotheses with slightly more sites supporting it across genes may lead to inflated support, possibly being the main reason why so many concatenation studies reach supporting values close to 100\% for all bipartitions, even in cases where contrasting clades are estimated using different methods [247]. Such a bias suggests the use of indices that take into account the proportion of sites supporting contrasting patterns in each gene tree, or in the whole supermatrix, such as the character-based versions of IC and ICA indices [205, 206] (see Subheading 3.8.5).

Fig. 4 The same “alignment unit” of four sites repeated in powers of \(4 \times 10^n\) (\(0 \leq n \leq 5\)), with support for the (A,B) partition being analyzed by either MP bootstrap (in MEGA) or ML (UFBoot in IQTree). Two sites favor (A,B) in each unit, but the other two contradict it. The curves of this contrived example show that support indices (here, bootstrap) can get easily inflated in cases where there is not a definitive support for that bipartition across gene trees. Gray: a naive character support measure, that nevertheless acknowledges the relative contribution of different sites, would suggest 50\% support, precluding inflated branch support when more data is gathered; a similar idea is employed with the character-based versions of IC and ICA indices [205, 206] (see Subheading 3.8.5)

This is not to be confounded with phylogenetic hidden support, which can reveal consistent signal across concatenated genes in cases where most sites within a gene do not support the intended
bipartition, but a few sites are consistent with it; when such a hidden signal is summed across genes the overall support may become high [248]. Nevertheless, non-linear association of sites favoring contradicting bipartitions in large alignments may induce biased hidden support as well.

Notwithstanding, even when such biases are minimized, spurious species tree reconstruction can still be obtained by supermatrices if ILS levels are moderate to severe in at least part of the tree [249]. This is because regions with specific combinations of short branch lengths and/or large past population sizes (which increase the probability of ILS) may induce the evolution of gene trees that do not match the species tree topology [250]. In fact, the bias can get quite severe for specific combinations of those factors, to a point where the most probable gene tree is different from the species tree, making supermatrices statistically inconsistent under such scenarios. This is called the anomaly zone of species tree reconstruction, and the respective high probability (but incorrect) gene tree is called anomalous gene tree [250]. For this reason, methods that explicitly acknowledge ILS, or others that are proven to be consistent in its presence, may be preferable to supermatrices in those circumstances [251]. This will be further discussed in Subheading 4.6.

### 4.5 Supertree Methods

Instead of forcing all gene trees to comply to a single tree, supertree methods infer the best topology for each gene (using the same phylogenetic method for each), and then a topological consensus is obtained. Such methods are able to make consensus trees even if the number of leaves among gene trees differs but overlaps to some extent, for example when a gene has not been sequenced for some taxa (Fig. 5). Input trees obtained from different types of data (molecular, morphological, paleontological, etc.) can be analyzed separately and then combined within such a framework. The rationale is that each dataset can “speak for itself,” while also minimizing biases related to missing data (though indels within a gene and associated gene tree biases may still be present). Also, for datasets overlapping only partially, gene trees involve less taxa and much smaller individual alignment lengths when compared to the whole supermatrix, decreasing computational cost if gene trees are estimated de novo (at least for simpler/faster methods such as MRP; see below), and especially when parallel processing is available. The sparser the concatenated alignment, the larger the speed gain.

The first practical (and widely used) supertree method was based on the MRP method (Matrix Representation with Parsimony), proposed in the same year by Baum [252] and Ragan [253]. It consists in treating nodes of each input tree as characters, ordering them consecutively starting from the first tree and moving up until the last node in the last gene tree (Fig. 5), whereby taxa to one side of each node in an unrooted gene tree are encoded as “0”,
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“1” if on the other side, and taxa not present in that gene tree are encoded as ‘?’. After that, this matrix of 0s and 1s is submitted to tree search (e.g., by parsimony), generating a supertree at the end. An example using rooted gene trees is shown in Fig. 5. MRP is an example of the indirect approach of achieving a supertree, by generating an intermediate matrix that is analyzed afterwards. Other algorithms use a direct approach, in which a consensus is obtained directly from input trees (for example, the extended consensus majority when employed for supertree reconstruction).

Individual gene trees can be estimated de novo, or they can be obtained from gene trees published in different studies. The latter procedure is not recommended, because different input trees may be the result of different phylogenetic methods, they can propagate possible systematic errors that may have been overlooked by some of the original studies, and because they can bear a large amount of structural correlation if different studies inferred phylogenies including the same gene. Therefore it is highly recommended that each character dataset has its tree re-estimated when inferring a supertree.

The original MRP method works reasonably well for phylogenomic reconstruction in many studies [254–256], especially a boosted version based on TNT heuristics and Superfine (the latter

---

Fig. 5 From gene trees to a supertree. The algorithm used for this example was MRP (matrix reconstruction using parsimony; see text for details)
itself a supertree heuristic [257, 258]). However, MRP (and variations of it) can lead to undesired behavior, which subsequent algorithms were able to overcome. Below we present common past criticisms, together with associated reasonable and relatively fast solutions for the use of supertrees in phylogenomic analyses:

1. Lack of branch support. Methods that allow for resampling of source trees have been developed (analogously to bootstrap for standard characters), as in CLANN [259].

2. Non-existent clades. PhySIC_IST [260] is an algorithm that includes only relationships present in input trees, or induced by them, providing supertrees of placental mammals and animals that agreed with previous results.

3. Inability to include duplications (therefore duplicated taxa). MulRF [201] is a software that infers relatively accurate supertrees by minimizing multi-labeled RF-distances to source trees, processing almost 7000 gene trees from 36 mammalian species under 2 h using only two processors [201], while having accuracy comparable to PHYLDOG (an accurate species tree method acknowledging duplication-and-loss processes; Subheading 4.6).

4. Lack of branch lengths. ERaBLE (Evolutionary Rates and Branch Length Estimation) is an example of a method capable of estimating supertree branch lengths, based on distance estimates for individual genes either directly or from previously calculated gene trees [261].

5. Lack of an objective function. FastRFS [262] is based on a dynamic programming method that finds an exact solution to a constrained version of the minimum RF-distance between the inferred supertree and its input trees, substantially improving on accuracy regarding competing methods on a large collection of biological and simulated data; it is also very fast, finishing in a few minutes an analysis involving 2228 species [262].

Presently, even though better algorithms have been developed, supertree methods still do not resolve conflict among the source trees with respect to explicit evolutionary events. Nevertheless, many species tree methods can be considered special types of supertrees in which specific evolutionary events are acknowledged, such as ILS and HGT. That is why many researchers perceive species tree methods as the natural evolution of supertrees and therefore prefer the former [263], hence polarizing the debate of phylogenomic accuracy between supermatrix and species tree methods [251, 263]. Nevertheless, this is not a universal point of view especially given the accuracy of some supertree methods, even of older and naive methods such as MRP [264], as in a study reconstructing accepted avian clades embracing 2/3 of all
species [265]. The reasonable performance of supertrees at phylogenomic reconstruction is reminiscent of the behavior (and also similar points of view) of maximum parsimony for single gene tree (or supermatrix) analyses, as previously discussed.

4.6 Species Tree Methods

A step beyond supertrees is the use of methods that take into consideration specific evolutionary processes that may be responsible for differences in gene topologies, and then estimate the species tree which would most likely have generated such gene trees, under different scenarios (Fig. 2).

Considering analyses including estimated orthologous genes only (and assuming undetected paralogies are minimized in that case), ILS is generally considered the main process responsible for gene/species tree discordance in eukaryotes, as free recombination between genomic regions during meiosis may induce independent gene trees among loci. Therefore, many proposed species tree algorithms aim at testing first for phylogenetic reconstruction under ILS, either by proving it mathematically or by showing robustness of the algorithm under different levels of ILS. Some methods co-estimate gene trees and their containing species tree altogether assuming specific evolutionary processes.

The iGTP software [266] minimizes the number of steps for reconciliation among gene trees assuming ILS (but also other processes; see below), by counting the number of deep coalescences across gene trees and minimizing it under MP. The Infer_ST_MD-C UR module within Phylonet [267] also performs a similar task. Parametric examples incorporating ILS include *BEAST [84, 268] and BEST [269], both Bayesian methods. Nevertheless, those programs are restricted to a relatively low number of species due to the computational cost of inferring too many parameters explicitly while also accounting for gene tree uncertainty. BPP is a promising alternative under MSC that speeds up the process of co-estimating gene/species trees; it implements efficient SPR and node-slider move proposals, while simultaneously altering the gene trees at multiple genetic loci to automatically avoid conflicts with the newly proposed species tree, being computationally more efficient than the fully parametric algorithms mentioned above, and statistically more efficient than summary methods (the latter are discussed below).

Other species tree methods based on MSC+ILS were developed to make parametric species tree estimation even faster (though with reasonable accuracy) by estimating gene tree uncertainty beforehand, by skipping gene tree estimation altogether, and/or by focusing on smaller subsets of data for which a consensus is obtained afterwards; these are called summary methods. Examples include GLASS [270], STAR [271], STEAC [272], STEM [273], BUCKy [274, 275], MP-EST [276], ASTRAL [249, 277], ASTRID [278], BBCA [279], SNAPP [280], and SVDQuartets [281, 282]. These and
other software were derived assuming ILS is prevalent, or some contrived scenarios of ILS+HGT, either mathematically or by simulations.

Assuming ILS may have impacted evolution, distances between all pairs of terminal taxa can be obtained for all gene trees separately, and then these can get compared (and a species tree estimated) either by calculating average ranks of coalescence times (STAR), average coalescence times (STEAC), or the minimum number of nodes until coalescence happens (GLASS). Then, those distances can be input into a distance-based phylogenetic method such as NJ. A simulation study suggested that STAR outperforms STEAC and GLASS when substitution rates among lineages are highly variable [271]; also, two real genomic data analyzed by STAR and STEAC (eight Saccharomyces yeast species, and 54 mammals) led to species trees consistent with previous results [271].

BUCKy works by inferring concordance factors (CFs), which are estimates of the proportion of genes having a specific clade, working on distributions for each gene tree estimated previously (e.g., using MrBayes), therefore integrating over gene tree estimation errors. Two types of consensus trees can be obtained subsequently: concordance trees, based on the greedy consensus of CFs of clades including all full splits across genes (which can generate biased clade support for a species tree if ILS or HGT are impacting the dataset, and also if there are rogue taxa which will tend to lower average support across all splits); and population trees, based on an adapted version of the R*-consensus (which is originally based on rooted triplets; [283]) of CFs of unrooted quartets. The latter was shown to be consistent under the MSC+ILS as the distribution of unrooted quartets identifies the underlying unrooted species tree topology [284]. This algorithm variation is sometimes called BUCKy-pop.

MP-EST and ASTRAL (versions I and II) use pseudo-likelihood maximization (which are consensus likelihood estimates that ignore correlations among different gene trees bearing taxon overlaps, reducing computing time), the former using rooted tripled trees, the latter using unrooted quartets. ASTRID is based on internode distances resembling the distance-based algorithms above, where a matrix of average leaf-to-leaf topological distances is obtained, and then a tree is generated using FastME [285], a modified and faster implementation of the minimum-evolution algorithm.

BBCA randomly partitions the loci into bins having the same approximate size (which can be chosen by the user), runs *BEAST (a completely parametric species tree method, as mentioned above) on each such bin to co-estimate gene trees and species tree for the bin, and then runs MP-EST on those estimated gene trees; it follows the same rationale as BUCKy in terms of leveraging gene
tree uncertainty, making it possible to use *BEAST on datasets containing hundreds of loci.

SNAPP and SVDQuartets are species tree methods aimed at unlinked SNP data, and they make computations faster because they bypass the necessity of computing gene trees. The general idea justifying their use is that ideally genic regions (used to estimate gene trees) should be recombination-free to guarantee statistical consistency under the MSC, but then each chosen recombination-free region can become arbitrarily short if many recombination events took place through the history of the lineages considered (the so-called recombination ratchet; [286]), possibly leading to high gene tree estimation error; therefore, methods that could estimate a species tree directly from widely spaced SNPs in the genome, skipping gene tree estimation altogether, could minimize the impact of the recombination ratchet, while also being faster. SNAPP is aimed at biallelic markers (also accepting AFLP data as input), being a Bayesian algorithm based on a population genetic model of finite-sites model of mutation, therefore estimating altogether mutation rate, generation time, and effective population size. SVDQuartets is a probabilistic species tree method based on algebraic statistics and singular value decomposition applied to site patterns that are evaluated across quartet trees. A score for each split is calculated for each given quartet, the split with best score is selected, and then a consensus tree (currently, in PAUP*) is built from these validated quartets; nevertheless, its derivation currently assumes a strict clock rate [281, 282].

Regarding inferences acknowledging duplication-and-loss, non-parametric algorithms include GTP (gene tree parsimony analysis), which minimizes the number of steps for reconciliation among gene trees (under either ILS, simple duplications, or DL frameworks) using maximum parsimony, such as in the iGTP software [266]. Dynadup [287] also aims at minimizing duplications or duplication and losses, being polynomial in the number of gene trees and taxa. Other algorithms are parametric, such as PHYLDOG, that can analyze thousands of gene families in dozens of genomes simultaneously, using an ML algorithm incorporating a duplication-loss model [288].

We defer our discussion of species tree methods taking into account HGT to Subheading 5, when we mention them in conjunction with network methods.

4.7 What is the Best Phylogenomic Method?

Any comparison between supermatrices, supertrees, and species tree methods is necessarily contrived, because details varying even within a single method may matter a lot. So for example, if supermatrix is chosen, one must take into account which phylogenetic method was used, and whether partitioning has been undertaken or not; if supertree, which phylogenetic method was used for inference of gene trees, and which consensus method was chosen; and if
species tree, whether it was a de facto species tree or a summary method, and if the latter, how individual trees were obtained (phylogenetic method and whether gene tree uncertainty was considered, e.g., bootstrapped or from a Bayesian analysis), and which consensus method was used to merge the gene trees.

Supermatrices, at least methodologically, can be considered as an extension of single gene analyses, as concatenation assumes all gene trees implicitly follow the species tree; the only drawback is that the analysis will take much longer with many genes, and potential systematic biases may get multiplied. Some pre-analytical issues can be more prominent though, such as the natural tendency of supermatrix of including much higher levels of missing data due to imbalance of genes sequenced across taxa. Supermatrices can be more justified in the case of shallow divergences within prokaryotes, as genes are linked in a single circular genome, minimizing differences in ILS effects across genes; linkage disequilibrium may take some time to induce independent gene trees within the species tree (e.g., within deeper divergences such as among bacterial families or higher divisions). A study based on 24 unicopy core-coding genes of almost 3000 complete bacterial and archaeal genomes [289] found that a partitioned supermatrix had better clade support than a species tree method (the latter using BUCKy) when compared to its respective 16S rRNA tree (a commonly used marker to infer phylogenetic relationships). Therefore, even in such an extreme case in which it is reasonable to assume linkage equilibrium among genomic segments (due to many putative recombination events along the tree time span) and gene trees could tell different stories suggesting species tree would be more appropriate, the ensemble signal contained within the supermatrix is still strong, at least when distant prokaryote lineages are compared; but comparisons were done against the 16S tree, which is not necessarily a universal benchmark for “all-true” relationships [290].

Species trees are theoretically sound methods for inference as they can incorporate important factors impacting the evolution of gene trees. Some of them (e.g., ASTRAL-2) can have good accuracy even when reasonable amounts of ILS and HGT are incorporated in simulations [291], as the software is theoretically consistent under bounded amounts of HGT. Nevertheless, comparisons between supermatrices and species tree methods have shown that depending on the exact conditions, supermatrices can have comparable accuracy. A study by Davidson et al. [291] showed that (unpartitioned) supermatrix can be highly accurate under highly heterogeneous model conditions, even when low amounts of ILS and HGT were simulated; but with larger amounts of ILS and HGT, supermatrix had a worse behavior [291]. Another study showed that under a range of simulation conditions of ILS, both methods reached statistically indistinguishable accuracy [292]. The
problem is that most of the time it is not obvious to know whether ILS or HGT have an important impact on a dataset or not, so supermatrix may still be an effective method for inferring species trees.

Supertree analyses were also employed for relationships of distant lineages across the tree of life (including lineages from Archaea, Bacteria, and Eukarya) using MRP based on a set of core of genes that support similar species phylogeny (therefore supposedly maximizing vertical signal), obtaining relevant phylogenomic relationships [293]. Therefore, they can be a valid alternative for studies including distant lineages of prokaryotes. For eukaryotes, examples of their usefulness at estimating species trees were given in Subheading 4.5. Furthermore, use of a supertree is a mandatory step within species tree summary methods, by making a consensus of the quartets (or rooted triplets in the case of MP-EST). One such example is weighted quartets maxCut (wQMC), a highly accurate algorithm even in the presence of substantial amounts of ILS and HGT under simulations [291]; therefore, the development and use of supertrees continues to be important at estimating species trees. One good option in this sense is MulRF, which minimizes the RF-distance to multi-copy gene trees, therefore being useful for cases in which gene trees are different than species trees by either ILS, HGT, and DL.

4.8 Exploring and Filtering Data

Below, we describe some useful approaches aimed at exploring the behavior and filtering of data, under different scenarios.

4.8.1 Data Reduction

We have already discussed some possibilities of site exclusion to minimize gene tree artefacts; those are also useful hints for phylogenomics. Now we continue that discussion by extending the rationale to phylogenomic datasets. Removal of specific genes may be important if these have large evolutionary rates, which could induce biases such as LBA. One way of doing it is by using DistR [294]. Another interesting option is keeping only genes containing parsimony-informative sites [295]. Maintaining only genes that comply to a test of composition homogeneity may also be warranted, as it is not guaranteed that heterogeneous models (mixture, heterotachous, and non-homogeneous models) will correct it [189]. Phylo-MCOA [296] detects genes with different phylogenetic signal in a projected space, where genes deviant from the average pattern can be detected. Caution must be taken here, because removing contrastant genes may increase bias if the most common gene tree is an anomalous gene tree; hence, this procedure is more applicable for shallow prokaryote comparisons and/or organellar evolution, as in these cases ILS is not deemed relevant (due to linkage disequilibrium between loci). In cases where ILS is suspected to have operated, BUCKy is also a
reasonably alternative for data reduction, as it builds a primary concordance tree (i.e., the R*-consensus tree of quartets including splits with largest CFs); because such a tree is consistent even under ILS, then the gene trees with supported splits (e.g., obtained by bootstrap or posterior probability) that were not included in the primary concordance tree can be eliminated without substantial risk of incurring in anomalous gene trees (and supposing other types of errors are not influencing gene tree estimates sensibly). Aliscore (https://www.zfmk.de/en/research/research-centres-and-groups/aliscore) can identify genic regions showing random similarity within multiple alignments, cutting those regions out. MARE (Meyer, Karen Meusemann & Bernhard Misof, April 2011, https://www.zfmk.de/en/research/research-centres-and-groups/mare) aims at decreasing the amount of missing data, by reducing a supermatrix to an incomplete edge-weighted bipartite graph, representing a subset of taxa and genes.

4.8.2 Binning Data Under Supertree or Species Tree Analyses

As a way of counter-weighting a possible (and important) source of bias in supertree and species tree methods, which is the possible lack of sufficient data within each genomic region analyzed separately, data binning methods were developed. The idea is to join genomic regions with similar phylogenetic signals into supergenes, perform tree search on each such supergene using a supermatrix approach (including supergene partitioning by locus), and then proceed to species tree (or supertree) inference based on these supergene trees. Based on that idea, [297] developed unweighted statistical binning. It involves first estimating individual gene trees and associated support values, then the respective genes are combined into a single bin if they do not present highly supported but conflicting branches; in case of gene trees that can fit equally into different supergene bins, attribution is done by minimizing size differences among bins. It was shown that the original method was statistically inconsistent under MSC. A weighted version of statistical binning was further developed to better address the fact that a supergene tree should be weighted according to the number of loci it embraces, which corrected for the above inconsistency [298]. Nevertheless, using biological and simulated datasets (under the MSC plus GTR model) both algorithms had similar accuracy under MP-EST and ASTRAL [298], being superior to the unbinned version except in cases of very high level of ILS, low average bootstrap support for the gene trees, and a few species altogether [298]. The “binning” pipeline (available at https://github.com/smirarab/binning) implements both versions of the algorithm. A possible caveat with both procedures is that in cases of closely related organisms lacking sufficient phylogenetic signal to evince putative conflicting clade resolutions, or if long-branch attraction (or other biases) affecting data with more distantly
related taxa lead to gene trees incorrectly grouped in the same bin, biased hidden support may lead to wrong supergene tree reconstructions, possibly affecting species tree estimation (even though such issues should be less pronounced under the weighted version). For closely related species in particular, it may be that attributing genes to bins becomes sufficiently random due to lack of gene tree signal, possibly compromising its general superiority at species tree reconstruction in comparison to unbinned analysis. BUCKy’s secondary concordance trees (and tertiary, etc.), obtained by applying the R*-consensus of quartets a second time to those clades that were not added to the primary concordance tree, are another way of binning genes with similar evolutionary histories (but different than the ones included in the primary tree), even though such bins can be prone to the same artifacts just mentioned.

4.8.3 Testing Subsamples of Data

A different direction regarding data combinability is whether different subsamples of genes (or gene trees) lead to the same topology, or some clades specifically, being a test of phylogenetic stability under different types of analyses. The Random Addition Concatenation Analysis (RADICAL) [299] does this under a supermatrix framework, by sequentially concatenating randomly chosen gene partitions, starting with a single-gene partition and ending with the entire genomic data set; for each subsample size, different replicates are performed. The authors found congruent signal among core and shell gene sets in general in a cyanobacterial dataset, with phylogenetic disagreements being restricted to a few specific genes [299].

Beyond comparing stability of phylogenetic methods (e.g., supermatrix vs. species tree; parsimony vs. likelihood) or datasets, Edwards [300] also suggests phylogenomic subsampling to assess the effect of evolutionary rate on phylogenomic inference (in which genes can be added sequentially in order of rate, for example), and in assessing the effect of missing data. He proposes subsampling both loci (testing for different combinalities of gene trees) and sites within loci (accounting for gene tree error) to minimize both types of biases. Using this methodology, he found a “flip-flop” effect (Fig. 6) of supported clades in a mammal dataset under a supermatrix approach, finding “strong support for a clade on the one hand, and an alternative, incompatible clade on the other, even within replicates of the same matrix size, and even more regularly across matrices of different sizes,” but that under MSC (MP-EST) the support increased more monotonically [300]. If such a different pattern between supermatrix vs. species tree (or any other type of comparison) is shown to be mirrored in other datasets, then this would suggest that the latter is more robust to data choice/filtering; this can be an important piece of information, because at least a few partitions suspected of bias (e.g., having too much missing
data, or heterogeneity in base composition across taxa, or LBA artifacts) could be dismissed without impacting substantially robustness of inference; contrarily, if such a test is not performed, an important source of bias (conjunctural support) may be overlooked, possibly leading to highly supported but non-existent branches. Obviously, a monotonic pattern may also be a sign of an inconsistent estimator, but in any case a “flip–flop” pattern keeps being more suspicious (Fig. 6). Regarding the distribution of gene trees, Simmons and colleagues [301] recommend using plots of pairwise congruence among gene trees regularly to assess extent and distribution of gene tree incongruence. Similarly to subsampling genes directly, this methodology helps in determining primary causes of incongruence between supermatrix and coalescent-based results, to reconcile conflicting phylogenetic results based on different phylogenomic methods, and to identify genes that may have been impacted by reconstruction artifacts.

**4.8.4 Testing Only Relationships of Interest**

It is often the case that we are more interested in specific clade relationships as opposed to the topology as a whole. In order to focus on genomic markers (or other marker types) necessarily
present only in lineages of interest, different tests were proposed, of which a few are discussed below.

Assuming in advance which lineages are monophyletic (e.g., from previously known hypotheses, and/or by finding which lineages received high support in different preliminary phylogenomic analysis using different methods), one may select genomic markers for which at least one taxon from each desired lineage is present, and therefore an analysis based on this restricted dataset would be maximally informative for the specific question being asked. One such test, likelihood mapping [302], is focused at quartets of trees (Fig. 7). Contrived search of quartets is performed within a larger taxon set being analyzed (either gene-wise or within a distribution of trees based on the concatenated dataset), in which every proposed quartet must contain at least one taxon from each of four pre-defined lineages whose evolutionary relationship is to be tested (A, B, C, and outgroup), serving as proxies of support for the respective subtrees they represent. Posterior probability for each quartet is given by \( p_i = \frac{L_i}{L_1 + L_2 + L_3} \), where \( L_i \) are the individual maximum likelihood tree estimates. Each value is then mapped onto an equilateral triangle (also called a two-dimensional simplex by the authors). Some gene trees (or particular sets of taxa) may map to some other probability region, due to some kind of bias or to real evolutionary forces operating (e.g., recombination, selection, etc.).

A paper testing different hypotheses of relationships of the primarily wingless insects [303] employed this test to unravel arthropod relationships within Protura, Collembola, and Diplura.

Fig. 7 The likelihood mapping test [302]. Gray: regions with high relative probability for a specific quartet; quartets falling outside those regions are considered uninformative. Some gene trees (or particular sets of taxa in a supermatrix) may map into a different high probability area in the simplex, which may be due to some kind of bias, or to real evolutionary forces operating (e.g., recombination, selection, etc.); in the example above, most support is for [A, B], though a few gene trees (or some taxa within the supermatrix) support the other two resolutions.
(vs. other lineages) using a supermatrix method, finding that inter-
ordinal phylogenetic relationships are still inconclusive. Furthermore, after removing all genes that covered all three entognathous
groups (which they called a maximally indecisive data set), they still
found spurious support for some clade associations, which they
attributed to systematic bias of uneven distribution of missing data
(a reasonable hypothesis after other factors were ruled out during
their analyses).

Concomitant tests including five taxa (or subtrees) or more
would make the analysis harder to interpret in 2-D; with five sub-
trees, a 15-vertex simplex is needed, not easily visualized even in
3-D. Yet, nothing precludes such hypotheses to be analyzed indi-
vidually. In a study of the largest freshwater fish radiation, the
Otophysi [304], the complexity of tree space was reduced to the
15 possible topological constraints (representing five main radia-
tions), ten of them being supported by preliminary analysis of the
whole dataset (using supermatrix and species tree methods). Sub-
sequently, they established the ranking of alternative trees and their
probabilities (akin to AU test) using constrained ML searches to
optimize site likelihood scores for each gene alignment, a process
they called gene genealogy interrogation. They found that the vast
majority of gene genealogies supported a single tree topology
grounded on morphology, not previously obtained by molecular
studies.

5 Reticulated Trees and Phylogenetic Networks

In many occasions, it may not be possible to obtain a single bifur-
cating phylogenetic tree that best fits a dataset, but still different
resolutions get high support due to stochastic/systematic errors,
legitimate gene/allele tree incongruence (particularly hybridiza-
tion and recombination). Furthermore, no strictly bifurcating
(nor multifurcating) tree can represent graphically instances in
which ancestors and derived taxa co-exist, such as when virus or
bacteria demographic expansions occur abruptly (in many cases
leading to epidemic bursts). In such cases, phylogenetic networks
better represent evolutionary relationships. Phylogenetic networks
are defined as a set of nodes (leafs and internal nodes) connected by
vertices, and allowing cycles.

Implicit networks indicate non-treelike relationships without
considering any model of evolution or specific force; instead, they
focus on graphically representing regions where the data appears to
be non-treelike whatever the reason, evincing ambiguous and/or
incompatible signals, therefore working as a summary statistics. They
are useful tools for preliminary data analyses, in showing whether
(and if so, where) there is substantial signal for “non-treelikeness” in a data graph or not, and if not a bifurcating (or multifurcating) tree may indeed be more appropriate. The program SplitsTree4 [305] has many options regarding split networks (which are implicit networks derived from character incompatibilities) and other types. The software also provides a test to determine whether a tree or network fits better the data. Consensus algorithms are also embraced: the consensus network is aimed at gene trees having the full set of taxa, while supernetworks are aimed at consensus across gene trees bearing missing taxa. Bands of parallel edges are drawn whenever there is an incompatible set of splits between trees (Fig. 8).

Fig. 8 On top, the general idea behind networks: two different trees place taxon A either close to B or to C, but never to D. This incompatibility induces a pair of “bands of parallel edges,” generating a parallelogram, in which A is represented as neighbor to both B and C, but with a larger path to D. The bottom figure is an implicit phylogenetic network based on the Neighbor-Net algorithm [306], a type of split network, based on the example datafile algae.nex from the SplitsTree4 distribution.
On the other hand, explicit phylogenetic networks (or evolutionary phylogenetic networks) aim at modeling reticulate evolutionary events (such as sexual recombination in which each parent contributes half of the nuclear complement, meiotic recombination, recombination due to HGT such as in viruses and Bacteria, and hybrid speciation). Because such events flow through time from root to tips, they are directed acyclic graphs (DAGs); hence, they have no directed cycles (as opposed to trees, which have no cycles at all, not even undirected). Internal nodes in explicit networks denote ancestral taxa, and nodes having more than two parents are an inference of reticulate events. The HGT-consensus method in T-rex [307], along with the interactive method within the same package, offers the possibility of finding an optimal scenario of HGT in which many gene trees are within a species tree, with support given by the number of gene trees compatible with inferred reticulations. For explicit networks, it has been shown that when it is used in datasets that are non-reticulate, but are in fact noisy (due to systematic errors), the method may produce false inferences of reticulation [305, 308]. Some explicit phylogenetic networks aim at finding the best network given large sets of gene trees while incorporating specific processes related to real discordance among gene trees, being discussed below.

Phylonet [267] and SNaQ [309] contain algorithms to find the best explicit network (given a fixed number of hybridization events) taking into account both ILS and/or HGT. Both are pseudo-likelihood methods, speeding up the analysis by orders of magnitude while being proven to be robust to ILS [267, 309]. Phylonet is based on the use of likelihood or either pseudo-likelihood as applied to rooted triples, and based on it infer either species trees or networks, under either parsimony (by minimizing deep coalescences it is possible to account for ILS), likelihood, or Bayesian strategies. When searching for hybridizations, estimates inheritance probabilities (the vertical part of the signal, in percentage). Under Bayesian analysis incorporating ILS + HGT, it is able to estimate the number of hybridizations and their locations in the tree by reversible jump Markov Chain Monte Carlo (rjMCMC). Tests done by the authors point towards its accuracy in simulations and in detecting known introgression events from previous studies [267]. It scales to up to 30 taxa if parsimony or pseudo-likelihood methods are used, less for other methods.

SNaQ is a package developed within the Julia programming language, inside which there is the PhylNet module, which infers explicit networks. It uses unrooted quartets estimated by other methods (e.g., BUCKy, ASTRAL) which are proven to be robust against ILS (see above), explicitly estimating reticulations by inferring a $\gamma$ parameter that relates to the amount of genetic information coming horizontally from a donor in the same tree, whilst $1 - \gamma$ is the percent of vertical signal. It has been deemed robust by
its authors [309] and more scalable than Phylonet in terms of increase in number of taxa, but a recent paper comparing Phylonet and SNaQ [310] indicated instead that both have comparable regarding run times.

ClonalFrame [311] uses a Bayesian MCMC algorithm to search for the best phylogenomic tree based on genomic regions (e.g., genes or LCBs) and taking into account gene conversion, a typical HGT outcome of bacterial conjugation. It reports the inferred clonal tree among the organisms, together with parameters $\rho/\theta$ (ratio of the relative rates on recombination in relation to mutation), $r/m$, and average segment import size $\delta$ per branch. ClonalOrigin [312] goes one step further and detects origin of putative “donor branches” within the phylogeny being analyzed; the authors found broad regions of elevated levels of recombination when analyzing a set of 13 whole genomes from the Bacillus cereus group. Networks can be obtained by the trees generated from either software (e.g., by SplitsTree), one example being a consensus network inferred from 6000 phylograms produced by ClonalFrame analyses of 45 Vibrio fischeri taxa using concatenation of four loci [313].

6 Concluding Remarks

It is possible that some divergences are not resolvable, either because the signal of very ancient branches has been mostly erased due to accumulation of many homoplasies in the branches leading to their extant taxa (where the ancestral state of characters cannot be estimated reliably anymore), or because there has been rapid speciation events in some lineages (for example, due to radiations), whereby identifiable synapomorphies may indeed be absent in the ancestral branch. In any case, it is important to search for possible sources of error and biases, circumventing them where possible, but even if not possible a rich discussion of such inconsistencies may clarify further studies down the line. Comparing different data subsets and taxonomic inclusion (because more is not always better as seen above) or different phylogenetic/phylogenomic methods is always warranted. There is probably a larger debate over the latter (parsimony vs. probabilistic, supermatrix vs. species tree methods), and as discussed above, there appear to be no clear winners under all circumstances so far, not the least because all of them are subject to potential sources of bias. It is interesting to try parsimony (a non-parametric method) and at least one probabilistic method for gene tree (or supermatrix) estimation (e.g., likelihood), and it is not a bad idea to try concatenation as well as a consensus technique, at least for eukaryotes (e.g., species tree method). Also, beware some branch support measures because statistical inconsistency can also lead to increasingly strong support as more data is added. Lastly,
networks and supernetworks can be employed if local resolutions remain unresolved even after using different approaches, or if there is enough signal for non-treelike evolutionary processes locally.

An interesting example of all of the above is the evolution of Neoaves (all avian lineages except the ones derived from relatively ancient nodes such as ostriches, tinamous, fowls and ducks), in a review study done by Suh [314]. He reanalyzed different sets of molecular markers (e.g., UCEs, introns, retroposons) and also compared the levels of conflicting resolutions among previous phylogenomic studies, some of the analyses having been done under a supermatrix approach, others using species trees. He observed that the amount of reticulation obtained by networks calculated for each data set was on par with networks based on simulated sets of gene trees on a completely unresolved tree (or alternatively based on simulated MSAs on this unresolved tree, whose gene trees were subsequently estimated). Furthermore, he tested for the effect of taxon inclusion by using a single taxon representative of each of the nine well-resolved major lineages (instead of the 48 or more taxa used in previous studies/analyses), and yet the amount of conflict observable in the resulting network remained similar, therefore also rejecting such an bias. Noise in data has also been ruled out: different sets of markers, and particularly an analysis including only retroposons (a marker type within the set of “rare genomic changes” markers, as defined previously), still led to large amounts of reticulation at the base of Neoaves; and it did not matter what phylogenomic method was used as well. Therefore, a radiation becomes a reasonable hypothesis in this case, raising the possibility that it can also be likely for other clades in the tree of life. We researchers are always wishing for fully resolved trees, but it may be that depending on the case, this may not be possible. Finally, that study also highlights the issue of having excessive confidence in bootstrap or posterior probabilities as reliable indices for clade support: the above author mentions that two previous phylogenomic studies on avian evolution had shown very high support for contrasting clades! As mentioned before, instead of such discrepant results regarding naïve indices associated to some splits being the exception, they are probably the rule in phylogenomic studies.

To sum up, there is no single phylogenomic appraisal that is robust across the whole set of possible biases, at least among the ones developed so far. So it is always a good idea to explore the data at hand.

7 Practice

In this section we present a brief case study demonstrating some of the theoretical concepts we have discussed above. The following hands-on phylogenomics analysis example uses bacterial genomes,
but many of the analyses presented are also applicable to eukaryotes. Because the dataset is based on closely related genomes, we employ a supermatrix method (see Subheading 4.4). For eukaryotes, supertree or species tree methods should be tried as well.

The dataset consists of species of the bacterial genus *Xanthomonas*, all of them plant pathogens, infecting plants such as citrus (oranges, lemons, grapefruits, etc.) and soybean. Ten species with complete genomes (nine *Xanthomonas* plus an outgroup, *Xylella fastidiosa temecula*) were gathered from GenBank (Table 1), making the analyses feasible within 1 or 2 days of computing time.

<table>
<thead>
<tr>
<th>Accession</th>
<th>Species name</th>
<th>Strain name</th>
<th>Short name</th>
</tr>
</thead>
<tbody>
<tr>
<td>NC_007086.1</td>
<td><em>Xanthomonas campestris</em> pv. <em>campestris</em></td>
<td>8004</td>
<td>campestris_8004</td>
</tr>
<tr>
<td>NZ_CP009037.1 (chr); NZ_CP009035.1 (plasmid pXAW19); NZ_CP009036.1 (plasmid)</td>
<td><em>X. citri</em> subsp. <em>citri</em></td>
<td>AW15</td>
<td>citri_AW15</td>
</tr>
<tr>
<td>NC_016010.1</td>
<td><em>X. axonopodis</em> pv. <em>citrumelo</em></td>
<td>F1</td>
<td>citrumelo_F1</td>
</tr>
<tr>
<td>NC_007508.1 (chr); NC_007507.1 (plasmid pXCV183);</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NC_007505.1 (plasmid pXCV19); NC_007504.1 (plasmid pXCV2); NC_007506.1 (plasmid pXCV38)</td>
<td><em>X. campestris</em> pv. <em>euvesicatoria</em></td>
<td>85-10</td>
<td>euvesicatoria_85_10</td>
</tr>
<tr>
<td>NC_022541.1 (chr); NC_022539.1 (plasmid pla); NC_022540.1 (plasmid plb); NC_022542.1 (plasmid plc)</td>
<td><em>X. fuscans</em> subsp. <em>fuscans</em></td>
<td>4834-R</td>
<td>fuscans_4834R</td>
</tr>
<tr>
<td>NZ_CM002264.1 (chr); NZ_CM002265.1 (plasmid unnamed 1); NZ_CM002266.1 (plasmid unnamed 2)</td>
<td><em>X. axonopodis</em> pv. <em>glycines</em></td>
<td>CFBP 7119</td>
<td>glycines_CFBP7119</td>
</tr>
<tr>
<td>NZ_CP012947.1</td>
<td><em>X. oryzae</em> pv. <em>oryzae</em></td>
<td>PXO83</td>
<td>oryzae_PX083</td>
</tr>
<tr>
<td>NZ_CP017271.1</td>
<td><em>X. campestris</em> pv. <em>raphani</em></td>
<td>756C</td>
<td>raphani_756C</td>
</tr>
<tr>
<td>NC_013722.1 (chr); NC_017557.1 (plasmid 1); NC_017556.1 (plasmid 2); NC_017555.1 (plasmid 3)</td>
<td><em>X. albilineans</em></td>
<td>GPE PC73</td>
<td>albilineans_GPE_PC73</td>
</tr>
<tr>
<td>NC_004556.1 (chr); NC_004554.1 (plasmid pXFPD1.3)</td>
<td><em>Xylella fastidiosa</em> temecula</td>
<td>Temecula1</td>
<td>Xf_temecula1</td>
</tr>
</tbody>
</table>

GenBank accessions are depicted
In this step, we will infer all gene families shared between all genomes in the input dataset. First, it is important to prepare the input files to avoid any incompatibility with the steps downstream, because afterwards it gets much more complicated to make header corrections. It is highly recommended to rename input files to intuitive names, avoiding spaces and less common characters (alphanumeric and underline are always safe).

Now we move on to inferring the homologous families. There are many programs that could be used to perform this step. We chose Get_Homologues [315] because it is a wrapper of common algorithms for homologous inference, such as Bi-Directional Best Hits and OrthoMCL. As input, Get_Homologues accepts GenBank files (.gbk) or amino acid (aa) sequence fasta files (one per input genome) and nucleotide (nuc) sequence fasta files (optional; needed if inference is to be based on DNA rather than aa). Either gbk files or aa/nuc files should be in the same single input folder. In addition, aa and nuc files must have the same file name but extensions “.faa” and “.fna”, respectively. Detailed information can be found at github repository (https://github.com/ead-csic-compbio/get_homologues/releases). For the purpose of this tutorial we chose inference using DNA, for which both protein multifasta and nucleotide multifasta files (.faa/.fna) are needed. These files can be downloaded directly from NCBI’s RefSeq genome database or extracted from GenBank files (.gbk) using in-house scripts. Prepare faa/fna headers of each sequence like this:

```
>SeqID| [species_name] ATCGATCGAATTG...
```

where SeqID can include the GI of the gene product, its description, and other useful information (fields can be separated by “|”).

The basic command line to launch search for homologues is:

```
$ get_homologues.pl -d <input_folder> -M -n <n_threads> -r <ref_genome>-S <min_%_Identity> -C <min_%_Coverage> -t 0
```

where “-M” is the flag for the clustering algorithm OrthoMCL, and “-r” indicates the name of each gene file output based on the reference genome chosen. With “-t 0”, each gene file will contain all inferred homologues for that gene, containing any clusters which include at least one sequence per genome; other values of “-t < n >” will report all clusters containing sequences from at least n taxa. CDSs are searched, but alternatively the user can use the option “-a” in which user-selected sequence features such as rRNA or tRNA are searched instead of CDSs, and in that case sequences are compared by BlastN instead of BlastP. Also, one could choose between other two algorithms, BDBH (Bi-Directional Best Hit) or COG (COGtriangles). More details about them can be found in the software manual. With the command line above, Get_Homologues will run all-vs.-all BlastP searches followed by a clustering step employing...
OrthoMCL [316]. This is done for either protein-based or DNA search, the only difference is that for the latter a mapping between Protein -> DNA file is done in the end. A total of 8272 homologous families were found (there may have small fluctuations from run to run because the search is stochastic).

7.1.2 Filtering Orthologous Families

Once the homologous searching is done, we can filter only the inferred orthologous gene families, so all families containing paralogs (both inparalogs or outparalogs) are discarded for this step. To accomplish this task, we run an auxiliary script in Get_Homologues called compare_clusters.pl, with the following parameters:

$ compare_clusters.pl -d <input_folder> -t <n_input_genomes> -o <output_folder> -n

This command will export unicopy orthologous gene families (i.e., families having one copy per genome, for all taxa) of nuc fasta files to the desired output folder; for amino acid fasta files, remove the option “-n”. A total of 1226 unicopy core-coding genes was found after our run was completed.

7.1.3 Multiple Alignment of Orthologous Families

For each orthologous family exported, we will perform a multiple alignment. In this tutorial, we are going to use Guidance [317], which performs the sequence alignment followed by a validation step based on guide trees obtained by bootstrap, checking the quality of the produced alignment and removing (according to a pre-configured threshold) the low confidence sites (or an entire sequence if it is cast as an outlier), if desired. In general, hundreds to thousands of families will have to be aligned, so a script that runs tasks in parallel is recommended (or by using the linux—xargs directive). If we choose to use alignment by codons, export sequences in the same order as in the input, and using Mafft as the base aligner, the basic command line to run Guidance is:

$ guidance.pl --seqFile <fasta_file> --seqType codon --outOrder as_input --proc_num <n_threads> --dataset <outfile_prefix> --bootstraps <n_bootstraps> --msaProgram mafft

More options and details can be found at http://guidance.tau.ac.il/ver2/overview.php. Manual curation of each alignment should be done (e.g., in Aliview; [65]) even if it takes some time to be completed, because misaligned regions can induce wrong assessments of topology, branch lengths, selection and recombination levels, and divergence dating.

7.1.4 Building the Supermatrix

Now, we concatenate all individual alignments into a single alignment. Here, we use FasconCAT (https://www.zfmk.de/en/research/research-centres-and-groups/fasconcat), a Perl script...
capable of generating output files in most common formats required for phylogenetic tree building programs. A window with options is displayed once the program is run, in which the user can choose some format options, as well as if all or part of the genes will be concatenated (we will include all of them). It is important that the fasta header of each taxon across alignment files is identical, otherwise the concatenation process will fail.

7.1.5 Generating the Matrix of Gene Presence/Absence

In addition, it is possible to compute the presence/absence profile of homologous gene families in the form of a numeric matrix, where “0” represents absence of a gene, “1” presence of a single copy, and larger values are inferred duplications. For this matrix to include all homologous families encountered (even those including only a single sequence for a single genome), it is important that the previous Get_Homologues run included the option “-t 0”. In order to generate a multistate numerical matrix, compare_clusters.pl must be re-run as follows:

```
$ compare_clusters.pl -d <input_folder> -m -o <output_folder>
```

7.1.6 Generating the Matrix of Indels

The explicit use of indels was shown to be phylogenetically informative for both prokaryotes [318] and eukaryotes [319]. Under maximum parsimony, indels can be treated as a 5th character (e.g., TNT, PAUP), but in this way sequential gaps in a same taxon will be treated as multiple indel events, potentially distorting topological inference. SeqState [46] detects sequential gaps in the same taxon transforming it in a single state character (“1”). Other taxa having this same indel, with equal length, will also be considered “1”; in other taxa having indels overlapping it but with a different length, states will have higher values (“2”, or if there is yet another indel variant “3”, and so forth). A taxon with absence of indels in the ensemble gap region has “0” for that character. To generate the indel matrix, choose File > Open and open the concatenated core-coding alignment file in fasta format. Next, choose indelCoder > modified complex coding (suggested by the authors as the more meaningful gap coding scheme). It is recommended that the concatenated matrix be script-edited to include user-defined nucleotide flag marks at the beginning and end of each gene alignment. This is to avoid wrongly assuming a single indel state in cases where a taxon has an indel that crosses from the end of a gene to the start of the next contiguous one in the concatenated matrix. One possible flag is adding 20 As (“AAAAA...”), or any other mononucleotide string, at the beginning and end of every gene alignment, across all sequences present in that alignment. Then concatenation can be done in the usual way (e.g., by FasconCAT), and it is this alternative matrix that shall be input into SeqState to have indel states inferred. After that, this alternative concatenation matrix can
7.2 Phylogenomic Inference

In the following steps a mixed-data based phylogeny (combining all three types of data) is inferred and compared to the separate trees. We will base the analyses in IQTree [79], a command line program with many options regarding data types, evolutionary models, partitioning, model testing, tree search, branch support, and mixed data analysis. Its multithreaded version (iqtree-omp) will be used here.

7.2.1 Unicopy Core-Coding Phylogeny

We will first suggest a priori data blocks to the program (e.g., three data blocks: 1st, 2nd, and 3rd codon positions). Amalgamation of the data blocks is subsequently tested by BIC, and if two or more of them have better BIC score when joined, these will form a subset (= partition), and then Markov models are tested for each subset. We use the PartitionFinder algorithm [163] as implemented in IQTree for this purpose. We use the three data blocks relative to different codon positions to facilitate calculations; with the three partitions, all permutations lead to five possible partitioning schemes: unpartitioned dataset, 3 codon-based partition, and then another three combinations of two partitions vs. the remaining. If gene data blocks are input (or codon positions within each gene block) the computation would take an exceedingly amount of time (recall we obtained 1226 unicopy orthologous genes, think permutations of these). A modified nexus file (.nex) containing the description of the data blocks must be generated. Its content follows:

```
#NEXUS
begin sets;
  CHARSET Codon_p1 = alignment_file.phy: 1-1227495\3;
  CHARSET Codon_p2 = alignment_file.phy: 2-1227495\3;
  CHARSET Codon_p3 = alignment_file.phy: 3-1227495\3;
end;
```

The command line to run the above-mentioned partitioning test (plus tree search with bootstraps) is:

```
$ iqtree-omp -spp <partition_file.nex> -nt <n_threads> -bb <n_fast_bootstrap> -m TESTNEWMERGE
```

The option “-spp” means that rates among partitions are calculated assuming that relative proportions of branch lengths in each partition are fixed (as well as the topology), up to a constant of proportionality among partitions, and then these constants are optimized altogether with tree search. “-m TESTNEWMERGE” means choosing the best partitioning scheme altogether with models for each, for a total of 22 base models (spanning from JC to GTR) considered with or without G (discretized gamma rate
categories), I (proportion of invariable sites), Rn (FreeRate model, in which the same model is tested with \( n \) different rates, from 2 to 10 being default if \( n \) is not specified). Alternatively, ASC (ascertainment correction) is also included during model testing if the alignment does not include constant sites, such as SNPs and morphology. With the option “-bb”, an amount of 1000 fast bootstraps [197] is reasonable. Our result in terms of best partitioning scheme and best model for each subset was:

- **Codon_p1**: GTR + R3
- **Codon_p2**: GTR + R3
- **Codon_p3**: GTR + R2,

meaning the best BIC score was for the partitioning scheme where the three positions are kept separated, all of them having a mix of 2–3 different rates optimized within the base GTR model. Figure 9 shows the estimated core-coding tree.

### 7.2.2 Presence/Absence of Genes

When deciding for the use of presence/absence of genes in the pangenome of all the taxa involved (= all genes present at least in one taxon), one could use all the homologous gene alignments. However, there would be problems when considering paralogous copies of a taxon across gene alignments: if a taxon has two copies in
gene alignment A, the same taxon in alignment B would align to which of the copies in A? In such cases, supertree or specie tree methods are more appropriate for sequence data. For supermatrix, a numeric matrix of presence/absence is workable, even though it throws away sequence information across taxa. Furthermore, we also edited the matrix to transform entries ≥ 2 to “1” to stick to presence/absence entries only, avoiding duplications, as the latter may be due to different processes (gains by HGT, losses by deletion); in any case, the choice is up to the user. After obtaining such a matrix, any phylogenetic method could be employed (e.g., parsimony), but here we stick to ML in IQTree. We run it with a slightly modified command line:

```bash
$ iqtree-omp -s <alignment file> -st BIN -m TESTNEW -nt <n_threads> -bb <n_fast_bootstrap>
```

The “-st” option refers to the type of data, which in the case of binary data is BIN. Models for this class are JC2 and GTR2, meaning they are 2-by-2 adaptations of their original 4-by-4 matrices. All variations mentioned above (G, I, Rn) and also ASC are tested (because there are no constant sites including only “0”s). We had the following result:

Pres_Abs_Genes: GTR2 + FO,

where FO means optimized state frequencies of 0s and 1s (instead of being fixed or empirical). A total of 8272 characters were found (this should match the number of homologous families found previously). Figure 10 shows the estimated tree of gene presence/absence.

### 7.2.3 Indels

In this case, different indel lengths overlapping in the same genomic region translate into different character states. The command line is:

```bash
$ iqtree -omp -s <alignment file> -st MORPH -m TESTNEW -nt <n_threads> -bb <n_fast_bootstrap>
```

The difference between “BIN” and “MORPH” is that the latter is aimed at numeric matrices with states >1. Here is the result:

Indels: ORDERED+FQ+ASC+R2

It means that the best model includes the assumption of ordered states (compared to instantaneous rate changes between any two states), so any change is possible only between adjacent state values. “FQ” means state frequencies are all equal. A total of 2319 characters were found. Figure 11 shows the estimated ML tree based on indel coding.
7.2.4 Concatenation of All Three Data Sets

We further proceed to an ensemble analysis, involving the three sets of data described above, each being considered a different partition. We subdivide the core-coding dataset into the three codon positions, for a final partitioning scheme with five partitions, and implement the proportional model of rate multipliers across them. Below, we show the nexus partition file:

```nexus
begin sets;
  CHARSET Codon_p1 = alignment_file.phy: 1-1227495\3;
  CHARSET Codon_p2 = alignment_file.phy: 2-1227495\3;
  CHARSET Codon_p3 = alignment_file.phy: 3-1227495\3;
  CHARSET Pres_Abs_Genes = gene_pres_abs.phy: 1-8272;
  CHARSET Indels = indels_file.phy: 1-2319;
  CHARPARTITION Multidata = GTR+R3:Codon_p1, GTR+R3:Codon_p2, GTR+R2:Codon_p3, GTR2+FO:Pres_Abs_Genes, ORDERED+FQ+ASC+R2:Indels ;
end;
```

Notice above that the command “charpartition” has been included, it specifies the intended model for each partition as

![ML tree based on presence/absence of genes. Bootstrap support values based on 1000 ultrafast bootstrap replicates are indicated](image.png)

**Fig. 10** ML tree based on presence/absence of genes. Bootstrap support values based on 1000 ultrafast bootstrap replicates are indicated.
obtained in previous runs. Alternatively, the best partitioning scheme and models for each could be estimated concomitantly with tree search like we did for core-coding, because the likelihood of each model/partitioning scheme may change when the ensemble data is considered (therefore changing BIC). However, we assume for simplicity that any changes in parameter estimates do not impact partitioning, models, or tree search significantly. Because the models were already defined in the .nex file, the “-m” directive is dropped:

```bash
$ iqtree --omp --spp partition_file.nex --bb 1000 --nt <n_threads>
```

Figure 12 shows the estimated ML tree based on concatenation of the three types of data (whole set of core-coding, pres./abs. of genes, indels).

It can be seen that core-coding and gene presence/absence trees are very similar, except for the position of `oryzae_PX083`, which is closer to the root in the pres./abs tree. We also get to see that the mixed data tree (Fig. 12) is identical in topology and very close in branch lengths to the core-coding tree; this is not surprising since most of the signal comes from the latter due to its much larger size, and furthermore the whole tree represents a relatively shallow evolutionary window. However, the behavior can be different in other situations (e.g., for some deeper divergences it may be that base substitutions saturate faster than indels.
or gene gains/losses, and in that case focusing on non-saturated data such as indels could be more meaningful, even if core-coding matrix length is much larger.

Contrarily, the indel tree is highly discordant compared to the mixed data tree, and with *albineans_GPE_PC73* exhibiting a long branch. This species is possibly the most ancient among Xanthomonas lineages [320], so its position in the indel tree is highly suspicious, as well as other (supposedly) wrong taxonomic placements. One possible explanation for this loss of indel-based phylogenetic signal is that gene losses and gains have been occurring too frequently, hampering phylogenomic assessment based in this data-type alone.

**Fig. 12** ML tree based on core-coding + pres./abs. genes + indels. Bootstrap support values based on 1000 ultrafast bootstrap replicates are indicated.
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Chapter 6

Comparative Genome Annotation

Stefanie König, Lars Romoth, and Mario Stanke

Abstract

Newly sequenced genomes are being added to the tree of life at an unprecedented fast pace. Increasingly, such new genomes are phylogenetically close to previously sequenced and annotated genomes. In other cases, whole clades of closely related species or strains ought to be annotated simultaneously. Often, in subsequent studies differences between the closely related species or strains are in the focus of research when the shared gene structures prevail. We here review methods for comparative structural genome annotation. The reviewed methods include classical approaches such as the alignment of protein sequences or protein profiles against the genome and comparative gene prediction methods that exploit a genome alignment to annotate a target genome. Neuer approaches such as the simultaneous annotation of multiple genomes are also reviewed. We discuss how the methods depend on the phylogenetic placement of genomes, give advice on the choice of methods, and examine the consistency between gene structure annotations in an example. Further, we provide practical advice on genome annotation in general.

Key words Gene prediction, Multi-genome alignment, Clade annotation, Annotation consistency, Annotation mapping

1 Introduction

In this chapter we will mainly discuss methods for structural eukaryotic genome annotation of protein-coding genes, here genome annotation for short, and will briefly mention some practical considerations for functional genome annotation in Subheading 7. Genome annotation in general encompasses the identification of the location and the structure of all genes, including the untranslated regions (UTRs) and multiple transcripts or protein isoforms for an alternatively spliced gene. However, some of the methods discussed, in particular methods that exploit homology through protein sequence similarity, may predict the coding sequence of genes only, and do that only for a subset of genes with close enough homology to existing annotated species. We will therefore also discuss non-comparative, RNA-Seq based methods in Subheading 2. Genes that are neither expressed in the RNA-Seq samples nor show sufficient similarity to previously
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annotated homologs need to be predicted with ab initio or de novo methods that use a statistical model of genes only. As the species- or clade-specific statistical models of ab initio gene predictors are also used by many homology-based methods, we briefly discuss parameter estimation in Subheading 6. Figure 1 gives an overview of types of approaches for comparative gene prediction and states in which Subheadings the actual methods and programs will be discussed. We will here only report on eukaryotic genome annotation methods. However, also in the structural genome annotation of bacterial strains “many inconsistencies in annotated gene structures” have been reported [1]. These “inconsistencies may indicate errors in the annotated gene structures” [1], thus, comparative approaches may improve prokaryotic gene prediction, too.

Accurate genome annotation is important because further downstream analysis may fail or itself deliver a low quality when the structural annotation has low quality. An example of downstream analysis is the study of protein family evolution, such as the orthologous groups stored in OrthoDB [2] or as displayed in the EnsemblCompara GeneTrees [3]. Another example—one where the number of failed experiments is directly related to errors in the annotation—is a large-scale RNA interference (RNAi) screen to study the function of genes via their knockdown using double-stranded RNA constructed from the predicted transcripts [4]. An example of downstream applications from structural bioinformatics is coevolutionary analysis to predict contacts between residues,
e.g. in a protein complex. This requires phylogenetically deep alignments of orthologous proteins [5]. Another ongoing development is the batch sequencing and assembly of closely related genomes, for example subsets of the i5k initiative to sequence 5000 arthropod genomes, the Genome 10K project to sequence and annotate 10,000 vertebrate genomes and the Bird 10K project to sequence about 10,500 bird genomes and to study the links between genotypes and phenotype [6]. For such clade sequencing or annotation projects the challenge is the accurate and efficient annotation of large numbers of genomes of species that are closely enough related to exploit homology through genome alignments. In some cases different strains from the same species are sequenced, such as in ongoing projects to sequence and de novo assemble 20 new mouse strains and species. We here explicitly do not refer to resequencing projects that are followed only by variation-calling on a reference genome. In clade sequencing projects, often one or a few species or genomes are already relatively well annotated and for many of the (other) species RNA-Seq data is available. In Subheading 5 methods for multi-genome annotation will be presented.

Some of the below described methods assume that repeat families have been identified, e.g. using RepeatModeler [7], and that the occurrences of repeats have been masked in the genome. Softmasking (lower case masking) is preferable for some programs such as AUGUSTUS (option --softmasking-on) and the genome aligner CACTUS [8], so they have the option to consider repeat regions.

2 Noncomparative Approaches

In this section we briefly summarize annotation approaches that consider a single target genome only and that do not make use of homology information. Such noncomparative approaches constitute a general alternative to comparative approaches as they do not depend on the phylogenetic proximity of the species to other sequenced species. Further, these methods can in principle be complemented or combined with the comparative methods described below.

Nearly always, current genome sequencing projects are accompanied by RNA-Seq transcriptome sequencing. We briefly describe here the three major types of approaches for RNA-Seq based gene finding. All approaches require the spliced alignment of transcript sequences—either single reads or assemblies thereof—to a genome of the same or closely related species. Suitable tools for the spliced alignment of RNA-Seq reads are, for example, STAR [9], GSNAP [10], and TopHat2 [11].
1. Reference-genome assisted transcriptome assemblers like StringTie [12], Cufflinks [13] and MITIE [14] construct from the read alignments a set of transcripts for each locus but do not directly predict whether they encode a protein. This can be done in an additional step, e.g. using TransDecoder (Brian Haas, http://transdecoder.github.io).

2. Transcripts and transcript fragments can first be assembled de novo, i.e. without using the genome as a reference, e.g. using Oases [15] or Trinity [16] and then be aligned against the genome to infer the likely gene structures.

3. Several gene prediction programs can integrate evidence from RNA-Seq alignments (raw or assembled) such as AUGUSTUS [17], Fgenesh++ [18], and MGENE [19]. These programs specifically search for protein-coding genes and can provide the option to consider additional evidence such as from homology simultaneously.

In 2013, results of the RNA-Seq Genome Annotation Assessment Project (RGASP) were published [20], independently assessing results of 14 transcriptome reconstruction and gene prediction methods. The submissions included examples of the three types of approaches above, on human, Drosophila melanogaster and Caenorhabditis elegans and were submitted by the tool authors themselves in 2010. RGASP was open to submissions from the field of de novo transcript reconstruction and methods that infer transcript structures from read alignments to the genome; six of the participating tools predicted coding sequences in the transcripts (e.g. AUGUSTUS [17], MGENE [19, 21], Transomics [22]), the others, e.g. Cufflinks [13], did not. On D. melanogaster, the best performing tools for protein-coding gene prediction were AUGUSTUS (48.53%/44.03%), Transomics (46.95%/33.54%), and MGENE (43.99%/44.02%), all of the third type. These numbers refer to sensitivity and precision (often called “specificity” in publications about gene finding) on the gene level. For example, for 48.53% of the genes in the FlyBase reference gene set, AUGUSTUS predicted at least one of its protein isoforms exactly, i.e. without any errors. A more stringent evaluation criterion is the percentage of the reference protein isoforms that were predicted correctly, including all reference alternative transcripts. Here, the maximum achieved value was only about 24% on Drosophila and about 20% on human (achieved by AUGUSTUS and exonerate [23], respectively). In his comment, Korf calls the RGASP results “a little depressing” because of the disappointingly low accuracy [24] and concludes that the methods that contain a model of gene structure (AUGUSTUS, MGENE, Transomics) perform better because they know what genes are supposed to look like.
The application of single molecule real time sequencing [25], that allows sequencing of whole or near-whole transcripts, is on the rise (e.g., [26]). Improvements in annotation quality are to be expected from such improvements of sequencing technology, of alignment programs and of transcriptome reconstruction tools. However, still many open challenges in the utilization of this data remain and in any case, genes with insufficient expression in the RNA-Seq samples need to be identified with other approaches. Further, when independently annotating orthologous alternatively spliced genes in multiple even closely related species based on RNA-Seq, one is likely to obtain differing sets of transcripts, even for many genes that are sufficiently expressed. This can merely be expected from the random nature of RNA-Seq, that is due to the fact that it constitutes a sample and due to expression differences between species, differences between individuals of the same species and possibly differing conditions, tissues or even sequencing methods. Further, the total number of transcripts in a genome annotation is currently influenced by the amount of data and manual annotation efforts, if any. For example, the average number of transcripts per gene in the GENCODE annotation is 4.0 in human, 2.3 in mouse, and of the Ensembl annotation 1.3 in rat, 1.06 in chicken, and 1.04 in cat. When performing detailed comparative genomics studies on gene structure differences between genomes, artifactual differences create problems and can be addressed by comparative prediction methods as presented in Subheading 5 and by methods exploiting protein sequence similarity as presented in the next Subheading.

### 3 Protein Homology

In this Subheading we describe approaches that use a database of gene sequences, usually protein sequences but sometimes transcript sequences, to predict genes in a target genome, based on the assumption that sequence similarity of a region to a known gene very often implies that the region encodes for a homolog of the protein.

The core algorithm of protein spliced alignment methods uses as input either a single protein sequence (e.g., GenomeThereder [27], exonerate [23], Spaln [28], ProSplign [29], GeneSeqer [30]) or a representation of a protein family obtained from a multiple alignment of proteins (GeneWise [31], AUGUSTUS-PPX [32]). Using a whole and diverse protein family as input has the advantage that additional information about conserved domains can be used. The conservation of intron positions is not exploited by above methods. However, recently, Keilwagen et al. [33] presented the method GeMoMa that uses a single source gene sequence and splits it into its exons (in the source genome).
GeMoMa then TBLASTNs it against the target genome and assembles a gene structure from the matches with dynamic programming. The authors show that their approach is better than the variant of GeMoMa in which the source protein is not split by its introns and argue that “exploiting intron position conservation improves homology-based gene prediction” [33].

As can be expected, the accuracy of homology-based gene finding decreases with the distance of the input proteins from the target protein, whose structure is sought. The decrease is faster for methods that rely mostly on the alignment (exonerate, Genome-Threader) than for methods that use statistical models on gene structures, such as ab initio gene finders [28, 32]. In Fig. 2 we compare several homology-based gene finders and vary the input genes. As accuracy measure we here use the harmonic mean (F1 score) of the exon-level sensitivity (=recall) and specificity (=precision). In particular, exonerate and the newer Genome-Threader, that is based on enhanced suffix arrays and was about 77 times faster in our experiments than exonerate, lose accuracy when the query species have increasing distance to the target genome of D. melanogaster (dmel). Both spliced aligners were run with default settings. However, as exonerate had by default a very low specificity, we imposed minimum thresholds on the score (400) and the percent identity (70% for Drosophilas and 60% for the house fly) for transcripts predicted by exonerate. These thresholds were chosen to achieve a high exon F1 score. With increasing distance to D. melanogaster, it is mainly the sensitivity that decreases rapidly. For example, the nucleotide sensitivity of GenomeThreader is only 20% when mapping the housefly proteins to the genome of the fruit fly D. melanogaster. Remarkably, both spliced alignment programs perform worse when given the proteins from four more distant species in addition to D. ananassae (experiment dana + ··· + dgri), showing that multiple sources can interfere unfavorably and that choosing a target-specific subset of a given protein set improves the accuracy. Even though AUGUSTUS, when using the predictions of GenomeThreader as hints (blue curve in Fig. 2), is much more accurate than the spliced aligner itself, the accuracy gain over a simple ab initio prediction (dashed line) is low in remote homology settings.

For the example from Fig. 2 with D. melanogaster as hypothetical target genome we compared (1) the genetic distance implied by the phylogenetic tree constructed from genomic alignments to (2) the percent identity of protein sequence alignments of closest homologs. Genomic alignments with substantial aligned portions of the genomes are only available for genomes at a closer distance. We here only aligned the genomes from the Drosophila clade using the CACTUS aligner [8] and did not include the genome of the house fly. The furthest genomes of D. virilis (dvir) and D. grimshawi (dgri) are already separated from the genome of D. melanogaster...
by a little more than one average mutation per genomic site. In
order to provide a reference point when transferring these results to
other clades we compared for each genome these two distance
measures in Fig. 3. The genetic distance on the horizontal axis
is—in the theory of the phylogenetic model and under the molec-
ular clock hypothesis—proportional to time, while the protein
identity decreases nonlinear with divergence time as multiple muta-
tions of the same amino acid do not decrease the identity more than
a single mutation. When the distance between genomes becomes so

Fig. 2 Whole genome exon accuracy of homology based gene finding methods are shown on the target
genome of *D. melanogaster* (dmel highlighted in yellow). Source protein sets from nine reference annotations
were used as informants (sorted by phylogenetic distance to dmel on the horizontal axis). The closest seven
source species are also from the *Drosophila* clade (dsim to dgri). The house fly *Musca domestica* (mdom) was
used as a close outgroup. The second from right data points refer to the use of five source protein sets
together (dana to dgri). AUGUSTUS-CGP (black curve at the top) refers to a method that additionally uses an
alignment of 12 *Drosophila* genomes and is described below in Subheading 5. For the rightmost data point
(de novo) only this genome alignment was used.
large that only small portions are alignable, the genetic distance measure becomes biased by the fact that unalignable parts were not used to construct the tree. From Fig. 3 we conclude that protein spliced alignment methods have an accuracy that is competitive with the comparative method AUGUSTUS-PPX roughly only below a distance of about 20% on the genome level or above 93% protein identity. If the source and target species are less closely related than that, the protein spliced alignment methods can still provide a good specificity: The worst nucleotide-level specificity is achieved for both spliced aligners in the experiment where all proteins of the five species are input (dana + ⋯ + dgri), yet, it is still high with about 97% for GenomeThreader and about 96% for exonerate. However, the rapid loss of sensitivity means that a near-comprehensive whole-genome annotation can only be achieved if also other methods are used, like RNA-Seq and gene-finders described in the next two sections.

Another disadvantage of this simple approach is its susceptibility to errors such as the split gene error, which are not properly captured in above exon-level evaluation. If a protein is unalignable in some regions, a combined approach such as AUGUSTUS using GenomeThreader may predict two or more genes in the genomic range of a single protein. For example, with such an approach members of the dynein heavy chain (DHC) protein family, with

---

**Fig. 3** The scatter plot shows the relation between protein identity and the average number of mutations per genomic site when proteins or genomes of other fruit fly species are compared to *D. melanogaster*. The dots are connected by lines, in order of decreasing protein identity, to highlight an assumed functional relationship. The average numbers of mutations per genomic site are derived from the distances in the phylogenetic tree that was constructed from ortholog gene sequences including the introns. The protein identities are the averages of the identity values of the best exonerate hit for each protein against the *D. melanogaster* genome.
more than 4000 amino acids and up to a hundred exons in mammals, will typically be split up in many predicted genes in a test setting with only remote homology. Therefore, the PPX extension to AUGUSTUS was developed [32]. Here, the usually two-dimensional dynamic programming table of the Viterbi algorithm is replaced by a three-dimensional dynamic programming algorithm so that the partial alignment of a profile of a protein-family to the genome and the search for a gene structure are done simultaneously: AUGUSTUS-PPX searches for gene-structures encoding proteins that match the query protein-family well. Thereby, a protein-family is represented by a sequence of block profiles parametrizing conserved, gapless regions of the protein multiple sequence alignment (MSA). In addition, minimum and maximum length constraints may be given for the number of amino acids between blocks, derived from the observed insertions in the given family. Inserted sequences between conserved blocks are not modeled and the structure in the corresponding genomic region is predicted with statistical and other external evidence only. With this extension, 62.5% of the DHC members in the human genome were predicted with high accuracy in a test on informant proteins with at most 60% identity to the targets. This was a significant improvement, e.g. GENEWISE finds in this demanding setting few gene structures highly accurately (6.3% highly accurate genes) [32].

Spliced aligners often require very long running times but are easy to use and flexible. They are commonly used in genome annotation pipelines such as the Ensembl genebuild pipeline (exonerate and GeneWise) or the NCBI Eukaryotic Genome Annotation Pipeline (ProSplign). However, they have a conceptual disadvantage over genome alignments, as the query genome is not used. Figure 4 gives an example, why genome alignments—if possible—have an advantage over protein alignments. Genome alignment programs can use the sequence context around an exon to correctly align the exon boundaries. In this example, the initial exon has a coding part with only four amino acids, which is nearly impossible to find using the query protein sequence only. The

Fig. 4 An example gene of D. melanogaster that highlights the limits of protein spliced alignments: very short exons
genome of the source genome of *D. erecta* can however be very well aligned also in the UTR and intron surrounding this short coding sequence. As a gedankenexperiment, consider what would happen in Fig. 2 if the curves were continued on the left side and the phylogenetic distance between source and target even further decreased. In the ideal limiting case of identical source and target and an error-free and complete source annotation, the accuracy of a method based on mapping annotations along genome alignments could approach 100%. However, the accuracy of spliced aligners is limited on genes with very short protein-coding exons. In realistic settings, however, homology-based methods have to solve more difficult problems, in which the source annotation has errors, is missing transcripts and with differences in both sequence and structure.

4 Annotating a Single Target Genome Using Genome Alignments

4.1 Comparative Gene Prediction

Another homology-based approach is *single species comparative gene prediction*, which makes use of the genome sequences of closely related species rather than protein sequences and, thus, does not rely on the availability and correctness of known genes. Methods that only use raw genomes or an alignment thereof are in literature also known as de novo methods. It is good practice, however, to combine de novo methods with methods like RNA-Seq, as they provide complementary information.

Early comparative gene prediction methods such as TWINSCAN [34] and SLAM [35] were designed for two input genomes only (e.g., of human and mouse). As they predict genes in both genomes at the same time, they conceptually belong to the methods of the next section, but are not discussed in any further detail here, because they are rather early proofs-of-concepts and do not seem to be applied in current projects. In general they are not suitable as stand-alone tools for whole-genome annotation, as gene finding is limited to pairs of homologous sequences. TWINSCAN was actually used in further genome projects, e.g. for *Drosophila pseudoobscura* [36] in conjunction with other gene prediction tools.

Programs like N-SCAN [37] and CONTRAST [38] are better fitted for whole-genome annotation, albeit for a single target genome only. Both require a genome alignment between the target and two or more informant genomes, which inform the prediction in the target, e.g. through sequence conservation. In particular, CONTRAST achieved remarkable results for human (92% sensitivity and 72% specificity on exon level), when using 11 informants (mostly from the mammalian clade), and was celebrated by Brent as “breakthrough” in a review from 2008 on gene finding [39]. Despite these substantial progresses in de novo gene finding,
the restriction of the gene model to a single target genome increases the general difficulty of comparative approaches to distinguish between protein-coding and conserved non-coding regions (see Fig. 1), as the information is lost, how well a conserved gene structure in the target also fits into a biologically meaningful gene structure in the informant genomes.

For accurate and consistent annotation of large numbers of species within a clade, programs like N-Scan and CONTRAST are less suited. In the typical clade annotation setting, transcriptome data such as RNA-Seq is available for the majority of species, while for a few species (e.g., for model organisms) trusted annotations exist. The challenge is to find practicable solutions to annotate all genomes given the combined evidence, that scale well with an increasing number of genomes in the clade. Both N-SCAN and CONTRAST can only annotate a single target genome at a time and require a target-specific training. In order to annotate several genomes within a clade, not only the prediction step, but also the training step has to be repeated for each genome. The training is computationally very expensive and can represent technical challenges for third party users. In fact, it appears that both tools are barely—if at all—used in any recent annotation projects. N-SCAN, indeed, has been used in a honey bee genome project [40], however with only two other bee species (Apis florea and Bombus terrestris) as informants.

4.2 Annotation Mapping

A special case of comparative gene prediction is the “mapping” of the sequence coordinates of exons from a source genome to a target genome via a pairwise alignment of the genomes. This is particularly useful for closely related genomes, where one can expect that many gene structures have exactly corresponding structures or structures that are very similar. The tool transmap (pslMap in the UCSC Genome Browser code) transitively maps the coordinates of a transcript sequence $R$ of the source genome $S$ to the target genome $T$ using the alignment of $S$ with $T$. In close homology settings the alignment of $R$ with $T$ thereby usually implies an approximate gene structure, in which small indels typically correspond to deletions and insertions of codons. When the indels are larger or some part of the query $R$ is unmapped, the corrections that would be required to modify the alignment into a valid gene structure of $T$ are not always trivial and are therefore best solved by a gene finder. This has been done with AUGUSTUS, whereby simultaneously native transcript evidence from genome $T$ can be used to fill in gaps in the gene structure as implied by the transMap alignment [17]. Figure 5 shows such an example.

In practice, the pairwise alignment can be induced by a multiple alignment of many genomes, for example, when a single source annotation, e.g. from a reference genome, is mapped in turn to many new strains of the same species. The gene predictor AUGUSTUS-
CGP described in Subheading 5.1 provides another approach for annotation mapping. It is especially useful when many genomes are the target of annotation mapping, and—in contrast to the one described here—can also find new genes.

5 Multi-Genome Annotation

Besides the protein sequence itself, the exon–intron structure of a gene can be fairly conserved through wide branches of the tree of life. For example, Csuros et al. report that introns have mostly been lost since the intron-dense most recent common ancestor of all Metazoans [41], which suggests that many of the introns occur multiple times when many genomes are compared. In particular for above-mentioned clade annotation challenges, it is natural to consider methods that simultaneously try to find the structure of orthologous genes in multiple genomes. This way, theoretically, the information which gene structures or exons are biologically possible, plausible or even supported by experimental evidence can be shared and complemented across genomes. Also, one can expect to have fewer inconsistencies between the annotations of closely related species. However, considering multiple gene structures at the same time poses algorithmic challenges, and exact and efficient solutions to the corresponding formal optimization problem—such as dynamic programming algorithms for single genomes—may not exist.

5.1 Simultaneous Gene Prediction in Multiple Genomes

Recently, two methods for the simultaneous prediction of genes in multiple genomes have been proposed. The first method is called gene-structure-aware multiple protein sequence alignment (GSA-MPSA) and was presented by Gotoh et al. [42]. As the name suggests, it is derived from a tool for multiple alignments of proteins. The locations of the introns in the protein sequences are used for scoring the multiple alignment, which is iteratively
improved. For example “lonesome” introns that are not shared in other proteins are considered candidates for false positives. When a protein does not yet contain a satisfactory homologous structure, its genomic region is aligned to the profile of the protein family, incentivizing matching intron positions. In their tests, Gotoh et al. very often obtained a new set of protein sequences that are in better agreement with each other. This method, however, merely corrects inconsistencies in an initial annotation for individual protein families. It is unlikely to find exons that were originally missed in all species and is not a whole-genome annotation method.

The second method is Augustus-CGP, a comparative gene prediction version of Augustus that we recently developed [43, 44]. Augustus-CGP predicts genes simultaneously in multiple aligned genomes. It can be used both de novo using only the raw genomes and, if available, with further evidence, e.g. from RNA-Seq and existing annotations. The evidence is species-specific and can be provided for all or a subset of the genomes. With the multiple genome alignment, evidence is transferred between the species and evolutionary evidence is exploited, such as sequence conservation and selective pressure. A phylogenetic model of exon evolution rewards gene structures that are in agreement across the genomes and, thus, increases consistency among the gene sets, while at the same time allowing for true structural differences, such as the loss or gain of an exon or entire gene, which can be observed in more distantly related species. The parameters for ab initio model components only have to be trained for one species in place of the clade or, alternatively, can be reused from single-genome Augustus. The underlying optimization problem is NP-hard (manuscript in prep.), however, an approximate algorithm based on dual decomposition is presented in [43], that scales well with an increasing number of input genomes and still yields good approximative solutions.

Figure 2 shows the results of Augustus-CGP when an alignment of 12 Drosophila genomes is input, as well as the reference annotation of one or a few source genomes. This simulates a setting in which a few reference genomes in a clade are already annotated and others (here D. melanogaster) have no annotation or direct evidence. The black line in Fig. 2 shows that annotation evidence coming from close relatives of D. melanogaster increases the accuracy beyond what is possible with de novo predictions. Annotations of species that are further away than D. erecta virtually have no effect on the accuracy. However, whereas the accuracy of protein-homology based approaches rapidly decreases with distance as they entirely depend on the alignability of the proteins, the de novo model in Augustus-CGP is still effective, yielding accuracy values well beyond the ab initio prediction.

The multi-genome annotation method can be applied to any alignment—we have used the current Augustus with both
MULTIZ and PROGRESSIVE CACTUS alignments. CACTUS is not reference based, i.e. it does not make the improper assumption that everything that is alignable, must also align to a reference genome. It uses efficient indexed data structures (.hal format) and algorithms that scale well, which is important for the ultimate goal of creating a single alignment of 10,000 vertebrate genomes [45]. The .hal-formatted alignments can conveniently be used to create a comparative assembly hub—an index structure that allows users to browse the locally hosted aligned genomes of their clade on the UCSC browser [46].

5.2 Cross-Species Consistency of Gene Sets

Inconsistent gene structure annotation within clades makes comparative analysis very hard, in particular, when the aim of the study is to investigate the biological differences between species. For example, Hiller et al. link phenotypic traits, such as the ability of mammals to synthesize vitamin C, that were independently lost in several mammalian subclades, to genotypic changes, such as exon deletions or splice site mutations [47]. In this approach, which Hiller et al. term “forward genomics,” they try to identify causal changes among the very large number of changes between genomes. Differences that are a result of inconsistency in annotation and annotation errors result in a loss of statistical power for approaches like the above or could be mistaken for real biological differences and therefore lead to false interpretations. For consistency, an important accuracy criterion is the specificity of the predicted differences, the fraction of predicted structural differences between genes from different genomes, that are actually true. This specificity of predicted differences can actually be low, even if the overall average accuracy of the compared gene sets is high, if the compared genomes are closely related and therefore the overall number of differences is small. Comparative gene finding has the potential to produce more accurate and consistent gene structure annotations than non-comparative approaches that only consider a single genome at a time, as it can exploit homology relations within a clade.

To provide an example, we investigated the consistency between D. melanogaster and D. simulans coding (parts of) exons (CDS), once obtained by comparative gene finding and once obtained by single-species gene finding with AUGUSTUS and compare it with the consistency of annotated exons from FlyBase. In the comparative approach, a genome alignment of 12 Drosophila species is used to simultaneously annotate all 12 genomes. A D. mel. exon is considered consistent with D. sim., if both its boundaries are aligned to a D. sim. exon in the same open reading frame (ORF), and vice versa. Observe that an exon can be consistent with more than one exon in another species (e.g., paralogous exons after gene duplication). Thus, the number of D. mel. exons consistent with
**Table 1**  
Consistency of *D. simulans* exons with *D. melanogaster* exons obtained from single-species prediction, comparative predictions and from FlyBase

<table>
<thead>
<tr>
<th>Exons in <em>D. simulans</em></th>
<th>Total</th>
<th>% consistent with <em>D. mel.</em></th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-species</td>
<td>54,859</td>
<td>81.3%</td>
</tr>
<tr>
<td>Comparative</td>
<td>55,849</td>
<td>89.2%</td>
</tr>
<tr>
<td>FlyBase</td>
<td>56,627</td>
<td>89.4%</td>
</tr>
</tbody>
</table>

The *D. sim.* exons from single-species gene finding show a higher inconsistency with the *D. mel.* prediction than the ones from comparative gene finding that have a value very close to the consistency of the FlyBase exons.

*Note*: *D. sim.* may slightly differ from the number of *D. sim.* exons consistent with *D. mel.*

It is reasonable to assume that the FlyBase annotation for *D. mel.* has a more complete status than the annotation for *D. sim.* (e.g., we observe that the *D. mel.* annotation has 61,746 annotated coding exons—almost 10% more, than the *D. sim.* annotation). To avoid counting a *D. mel.* exon as inconsistent, that for example is exclusive to an alternative splice form that has not yet been annotated in *D. sim.*, we only look at the other direction, i.e. how consistent the *D. sim.* annotation is with *D. mel.*.

In the case of single-species gene finding 81.3% of the predicted *D. simulans* exons are consistent with the *D. melanogaster* prediction, whereas in the case of comparative gene finding, 89.2% of the exons are consistent, very close to the 89.4% consistent exons of the *D. simulans* FlyBase annotation (see Table 1).

The exon accuracy (F1 score) of single-species predictions is below 80% for both flies (for the ab initio exon accuracy in *D. melanogaster*, see dashed line in Fig. 2). This implies that single-species predictions are more consistent than we would expect under the assumption that prediction errors are made independently in *D. melanogaster* and *D. simulans*. The reason, why errors are correlated, is due to the fact that ab initio models that are based on statistical properties of coding and non-coding sequences and therefore prone to making the same errors in similar sequences. Thus, even noncomparative single-genome methods have some tendency towards consistency, albeit it is lower than what can be achieved with comparative methods.

Furthermore, we took a closer look at inconsistencies that are related to gene prediction errors. For this purpose, we identified false positive (FP) and false negative (FN) exons in the *D. melanogaster* prediction, that are inconsistent (or likely inconsistent) with the *D. simulans* prediction. A *D. mel.* exon is considered to be inconsistent with *D. sim.*, if it is not consistent with any exon in *D. sim.*, but both its boundaries align to *D. sim.* (on the same
chromosome or scaffold), and vice versa. Note that there is a third class of exons that are not aligned to the other species. These exons are assumed to be exclusive to a species and, therefore, neither consistent nor inconsistent with the other species.

Figure 6 shows the number of FN D. mel. exons inconsistent with D. sim. in comparative gene finding (left) and in single-species gene finding (right). With approximately the same total number of exons, the single-species prediction contains 2208 inconsistent FN exons, whereas the comparative prediction only has 760, thus, reducing the number of inconsistent FN exons by 65%.

Likewise Fig. 7 shows the number of inconsistent FP exons in D. melanogaster. Observe that, above inconsistency of FN exons is somewhat stronger, because the ORF and exon boundary signals (e.g. splice sites, start or stop codon) are present in both species. In the case of the FP exons, the aligned sequence in D. simulans does not necessarily represent a valid exon. Therefore, the term likely inconsistent is preferred to take account of the possibility for species-specific exons that are nevertheless aligned. In single-species prediction the number of likely inconsistent FP exons
FP and FN exons may also lead to more consequential inconsistencies, e.g. an FP exon may split a gene and an FN exon may join two genes in one species. This can, for example, result in different numbers of genes that are assigned to a gene family within the clade.

Also in applications following annotation, inconsistencies may cause problems. From the above, we have learned that FN and FP exons are correlated in close species. While phylogenetic tree reconstruction methods are robust against FN exons, FP exons could lead to wrong estimates in branch lengths and even incorrect topologies, when they are correlated in a subclade of the species.

In the above-mentioned work of Hiller, which attempts to tie genotypic differences to the loss of phenotypes, inconsistent gene structure annotation increases the overall number of genes with differences. In the unfavorable case, a unique genotype cannot be determined, as there are several candidates that could be related to the phenotype.

The same applies in opposite direction, when specifically looking at differences in gene structures of closely related species or strains with the purpose of linking them to biological differences. Gene knockdown experiments, that are carried out for both versions of the genes with the expectation of observing an altered function, will fail, if the differences are merely a result of inconsistent annotations.

### 6 Parameter Training

Parameters of ab initio gene finders may need to be estimated for the given target species because applying the parameters from a distance species can yield a low accuracy. The necessity to train a gene finder depends on the phylogenetic proximity to other well-annotated species or to a species with pre-trained parameters. As an example to give orientation, the exon accuracy as measured by the F1 score of ab initio AUGUSTUS on a holdout set of zebrafish genes is 75.3%, 69.6%, and 65.0%, respectively, when the parameters were trained on zebrafish itself, chicken, and human, respectively. For closely related species, such as mammals, for example, a separate training is not necessary. Also, parameters of splice pattern models of some spliced aligners such as spaln2 [28] may be adjusted to the target genome to achieve optimal performance.

Ab initio models of biological signals are required for those genes that are weakly or not at all represented in any RNA-Seq library, that have insufficient similarity to any known protein and lack other evidence [48]. In addition, ab initio components are
used to identify the protein translation of a transcript with otherwise known exon–intron structure or to identify the structure of the non-conserved parts of a gene with partial homology information. Further, ab initio components can help to choose correct splicing structures in the common case that other evidence is ambiguous. The parameters of signal models such as the translation initiation site, the splice sites, the branch-point signal, polyadenylation site and promoters are estimated by training a gene-finder for a target genome. This is often done in a supervised fashion, but sometimes also unsupervised [49, 50].

The possibilities for the training depend on the availability of transcriptome data or a training set of gene structures and of the phylogenetic proximity to previously annotated genomes. One method is the prediction of the structure of a subset of universal eukaryotic proteins via the BUSCO pipeline [51]. Homolog proteins highly similar to a gene in the target genome can also serve as a source to build initial genes with Scipio [52]. Alternatively or additionally, if EST or RNA-Seq data is available, the PASA pipeline [53] and MAKER2 [54] produce training gene structures. If only the genome is available, one can still train the gene finder GeneMark-ES, whose training procedure iterates prediction and training on a predicted subset for increasingly complex models [55].

WebAugustus [56] is a web server implementation of the fully automatic autoAug pipeline of the AUGUSTUS distribution. Among others, it trains AUGUSTUS from sequence input alone (protein or transcript sequences, employing PASA or Scipio) and may also be used to predict genes genome-wide.

When RNA-Seq is available, the RNA-Seq based genome annotation pipeline BRAKER1 [50] can be used to obtain parameters for AUGUSTUS and GENEMARK. In BRAKER1 GENEMARK-ET [49] automatically trains the ab initio gene finder GeneMark from RNA-Seq [49]. A subset of the genes filtered using the RNA-Seq evidence is then used for parameter estimation of AUGUSTUS and for RNA-Seq based gene predictions. With the parameters trained automatically through the BRAKER1 pipeline, the ab initio performance of AUGUSTUS is on *A. thaliana* and on *C. elegans* not significantly worse than when AUGUSTUS is trained in a supervised fashion [50].

### 7 Related Tasks: Visualization, Quality Control, Noncoding Genes, Functional Annotation and Submission

#### 7.1 Visualization

Tools are being developed for the challenging task of visualizing and comparing the assemblies and annotations of multiple aligned genomes. The UCSC browser offers “assembly hubs,” which constitute a convenient method to browse assemblies on the web server instance in Santa Cruz (http://genome.ucsc.edu) or Bielefeld
There are different classes of noncoding RNA (ncRNA) belonging to non-protein coding genes (e.g., lincRNAs, snRNAs, snoRNAs, tRNAs, and microRNAs) often with an important or even essential function [59, 60]. Just as protein-coding genes, non-protein coding genes can be spliced. The splice sites exhibit standard canonical splice site patterns and alternative splicing occurs [61]. However, ab initio detection by statistical methods is difficult due to the lack of some strong statistical signals that can be found in protein-coding genes. RNA-Seq and cDNA based methods appear to be widespread within recent research. Thereby, reconstructed transcripts that may be protein-coding, e.g. because some candidate reading frame exhibits a non-neutral ratio of synonymous to non-synonymous substitutions, are filtered out (PHYLOCSF [62]) [63].

Comparative prediction of noncoding genes was performed as early as 2001, in the case of two bacterial genomes [64]. However, this approach used a pair-HMM. Besides lacking an intron model, it is therefore restricted to two genomes. We suspect that future methods of multi-genome prediction of noncoding genes could be successful in particular in large clades of closely relates species, where enough sequence variation occurs to detect conservation of structures.

### 7.3 Quality Control

One way to assess the completeness of the assembly and its annotation is to check how many protein families, that have one or only a few members in most other eukaryotes, are represented in it. The benchmarking set of universal single-copy orthologs (BUSCO) of OrthoDB contains such proteins [2]. Waterhouse et al. use the protein-profile-extension of AUGUSTUS-PPX to predict members of these families in the genome and compute the percentage of orthologous groups with near full alignment to the genes predicted by AUGUSTUS-PPX, a proxy for the completeness of the assembly [51]. Similarly, the completeness of any other genome annotation can be estimated. This approach has the obvious caveat that, if homology has previously been used for the genome annotation,
this is likely to be a biased evaluation. We recommend the usage of visualization tools such as JBrowse [65] or the UCSC browser to identify possible systematic issues with the annotation and to iterate the prediction accordingly.

7.4 Functional Annotation for a GenBank Submission

In the context of a submission of the genome annotation to GenBank, “functional annotation” refers to choosing a name for each protein sequence, such as “cytochrome b,” for example. This can be done automatically through a homology search in a database of proteins or protein families and in the easiest case by copying the name of the best hit if its E-value is below a cutoff. Pirovano et al. have recently given some recommendation for databases, tools and for the cutoff [66]. Functional names can also be omitted, in which case the name “hypothetical protein” is typically chosen. The annotation is expected by NCBI's tbl2asn program to be in a particular tabular format. However, since the spring of 2016 the NCBI also allows the submission of genome annotations in the more common GFF3 format (Terrence Murphy, personal communication). Pirovano et al. recommend to submit the genome assembly to GenBank first and to wait for their acceptance before annotating the genome, as the possible presence of foreign DNA may require a change of the assembly and therefore a reannotation [66].

8 Discussion

The tree of life is increasingly densely populated with sequenced genomes and with clade sequencing projects such as Bird 10K and Genome 10K but also with medium projects such as the roughly 50 switchgrass strains, that are sequenced at the Joint Genome Institute, or with small projects such as that of three bee species from the genus *Apis*. At the same time, the requirements on the precision of genome annotation methods increase, when close relatives are compared and phenotypic or functional differences are related to gene structure differences. Annotation pipelines can produce inconsistent annotations, in which a gene structure in one genome is predicted different from the structure of the ortholog in another genome, although that difference is not warranted by the evidence and not true. This is in particular a problem when each genome is annotated independently, e.g. based on native RNA-Seq only. Homology-based methods that use a database of source protein sequences, e.g. including those of a closely related reference species, introduce a comparative element to annotation. However, the accuracy is limited by the mere fact that only the query proteins are used and not also the source genome sequence outside the coding parts of exons. Pairwise genome alignments allow the mapping of annotation from one aligned genome to another.
However, when the number of genomes is 10,000, for example, the choice of genome pairs to consider may either be prohibitive or may itself introduce a bias against the discovery of structures specific to subclades. The construction of multi-genome alignments, that align base pairs that actually are homologous with high sensitivity and specificity, is itself a hard challenge due to rearrangements, duplications and in particular when the number of genomes gets large. They, however, form the basis for comparative single- and multi-genome annotation methods which can exploit evidence from the multiple comparison such as conservation and negative selection and which have been shown to achieve a high accuracy [38, 44]. Many challenges in comparative genome annotation remain, among them, a further increase in accuracy, in particular when the homology is only remote or medium, the comparative prediction of alternatively spliced genes and the development of scalable, automatized clade annotation tools, similar to automatic single genome annotation pipelines.
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A Practical Guide for Comparative Genomics of Mobile Genetic Elements in Prokaryotic Genomes
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Abstract

Mobile genetic elements (MGEs) are an important feature of prokaryote genomes but are seldom well annotated and, consequently, are often underestimated. MGEs include transposons (Tn), insertion sequences (ISs), prophages, genomic islands (GEIs), integrons, and integrative and conjugative elements (ICEs). They are intimately involved in genome evolution and promote phenomena such as genomic expansion and rearrangement, emergence of virulence and pathogenicity, and symbiosis. In spite of the annotation bottleneck, there are so far at least 75 different programs and databases dedicated to prokaryotic MGE analysis and annotation, and this number is rapidly growing. Here, we present a practical guide to explore, compare, and visualize prokaryote MGEs using a combination of available software and databases tailored to small scale genome analyses. This protocol can be coupled with expert MGE annotation and exploited for evolutionary and comparative genomic analyses.

Key words Transposons, Insertion sequences, Prophages, Clustered regularly interspaced short palindromic repeats, Genomic islands, Integrons, Integrative conjugative elements, Evolution, Genomics

1 Introduction

Most genome annotation pipelines developed to date are dedicated to the prediction and characterization of coding regions and their putative products, signal peptides, pseudogenes, and noncoding RNAs. Surprisingly, annotation of ubiquitous genomic features such as Mobile Genetic Elements (MGEs) is generally not fully addressed and/or is neglected in most of these pipelines, and thus MGEs are seldom well characterized and annotated. Consequently, they are generally underestimated, impacting the quality of the annotation and potentially affecting downstream genome analyses.

Transposons (Tn), Insertion Sequences (ISs), Prophages, Clustered Regularly-Interspaced Short Palindromic Repeats (CRISPRs), Genomic Islands (GEIs), Integrons and Integrative
and Conjugative Elements (ICEs) are the most common MGEs found in prokaryote genomes and their properties and behavior are important in lateral gene transfer events (LGT). These elements are known to promote genomic expansion and rearrangements, and the emergence of virulence, pathogenicity, and symbiosis. Over the last 15 years, several reviews have focused on the impact of LGT mediated by MGEs [1–13]. It is now generally recognized that MGEs are central to bacterial and archaeal genome evolution.

To begin an analysis of the MGE content of a given genome, it is first necessary to identify and annotate ordinary genome features such as coding sequences (CDSs), rRNAs, and tRNAs. There are several useful genome annotation pipelines that use a combination of distinct methods based on computer predictions for CDS detection and product assignment. Putative gene product attribution for each identified CDS is generally based on sequence similarity obtained by using BLAST [14] and Hidden Markov Model [15] searches against trusted databases such as RefSeq [16], Interpro [17], Pfam [18], and TIGRFAMs [19]. However, few sequencing projects include manual curation and validation, mostly relying on the annotation results of automatic computer predictions. Indeed, this generally results in quite variable annotation qualities [20], impacting downstream analyses.

For MGE detection and annotation it is essential to use a variety of approaches including additional specialized pipelines and software which are normally not implemented in a regular annotation pipeline. Most MGE de novo-detection software are not integrated into the most popular genome annotation pipelines, such as Prokka [21], the NCBI Prokaryotic Genome Annotation Pipeline (PGAP), the Rapid Annotation using Subsystem Technology (RAST) [22, 23], or the Integrated Microbial Genomes System/Expert Review (IMG/ER) [24]. The absence of MGE predictions is therefore an important example of the deficiencies in expert genome annotation. The resulting incomplete annotation files are regularly deposited in public databases and used by the scientific community for detailed evolutionary and comparative genomic analyses. Identification, annotation, and classification of each MGE type are becoming central in the prokaryote genomics field. A correct MGE annotation will ultimately lead to new insights into how prokaryotes are genetically tailored to their lifestyles [25].

A considerable number of software and databases have been developed for MGE detection and analysis in the last decades. This makes it tiresome and time consuming to evaluate the programs that are most suited for a given work-flow. Some MGE software and databases provide very precise and curated information, together with gold standard methods and protocols for annotation. These include the ISfinder Database [26] and ISsaga2 [25], for IS analysis and annotation, respectively, while other databases such as ICEberg [27], INTEGRALL [28], and PHAST [29] for ICEs, integrons...
and prophages, respectively, provide valuable information concerning other MGEs. Conversely, there are a number of predictors that provide de novo methods for MGE detection, giving the user the opportunity to investigate the detailed role of MGE in novel complete and draft genomes.

Tables 1 and 2 provide a list of software and databases published and currently available for MGE research and some of their features. There are several software and/or databases for each MGE, and therefore there is no single solution to deal with all MGE types at once. This makes it difficult to choose the most reliable and appropriate software and databases. In view of the number of possibilities available (as shown in Table 1), a novice in this research area will probably spend a considerable time switching between programs and deciding which should be included in their projects and methodologies. Figure 1 illustrates the canonical mechanisms of known lateral gene transfer events (transduction, conjugation, and transformation) in a prokaryotic cell, and the databases and software for detection and analysis of each MGE type used by this protocol. It is worth mentioning that it is not unusual to find chimeras between different MGE types (Fig. 1, dashed boxes), making it difficult to distinguish their boundaries. These concepts are discussed in this protocol.

To provide an easier introduction to this subject, we will present a standard MGE bioinformatics work-flow for prediction and annotation using established methods and tools and provide tips for MGE investigation and analysis. This chapter will show how to run de novo MGE predictors, how to extract and interpret results, and how to visualize these results in circular or linear genome maps by using public bioinformatics software. Overall, the results of the analyses generated by this protocol can be exploited for expert annotation and comparative genomics analysis with genome browsers and annotation tools, such as Gview [96] and Artemis [97].

### 2 Materials

For de novo MGE prediction and comparative genomics analysis, a modern computer containing a 64-bit processor, with at least 4 GB of RAM, a 500 GB hard drive, and broadband Internet access are usually enough for meeting the minimum requirements of most software. Additionally, as presented in Table 1, a Unix-like operating system (OS) is required by the majority of the available MGE analysis software.

In these examples, we use Ubuntu 16.04, a free and open source Linux distribution that can be downloaded from https://www.ubuntu.com. In most hardware, the 64-bit version of Ubuntu can be installed either as your sole OS, alongside a preexisting OS (such as Microsoft Windows or Apple OS X) or in a virtual machine.
Table 1
Features from available software and databases for prokaryotic MGEs. Operating system was assumed as including both Linux and Apple Mac OS X when none was mentioned in documentation. When no license was specified, the software was assumed to be proprietary unless source code is available.

<table>
<thead>
<tr>
<th>Tool</th>
<th>Use</th>
<th>Availability</th>
<th>License</th>
<th>OS</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>ESSENTIALS</td>
<td>Transposon insertion analysis</td>
<td>Web server, Perl/R scripts</td>
<td>AGPL 3</td>
<td>Linux, Mac, Windows (browser-based)</td>
<td>[30]</td>
</tr>
<tr>
<td>ISbrowser</td>
<td>Insertion sequences visualization</td>
<td>Web server</td>
<td>Proprietary</td>
<td>Linux, Mac, Windows (browser-based)</td>
<td>[31]</td>
</tr>
<tr>
<td>IScan</td>
<td>Insertion sequences identification</td>
<td>Perl/C package</td>
<td>GPL 2</td>
<td>Linux</td>
<td>[32]</td>
</tr>
<tr>
<td>ISCR elements</td>
<td>Insertion sequences common region (ISCR) database</td>
<td>Web database</td>
<td>Proprietary</td>
<td>Linux, Mac, Windows (browser-based)</td>
<td>[7]</td>
</tr>
<tr>
<td>ISfinder</td>
<td>Insertion sequences database</td>
<td>Web server</td>
<td>Proprietary</td>
<td>Linux, Mac, Windows (browser-based)</td>
<td>[26]</td>
</tr>
<tr>
<td>ISMapper</td>
<td>Transposase insertion sites identification</td>
<td>Python package</td>
<td>Modified BSD</td>
<td>Linux, Mac</td>
<td>[33]</td>
</tr>
<tr>
<td>ISQuest</td>
<td>Insertion sequences identification</td>
<td>C/C++ package</td>
<td>GPL 3</td>
<td>Linux, Windows</td>
<td>[34]</td>
</tr>
<tr>
<td>ISSaga</td>
<td>Insertion sequences identification and annotation</td>
<td>Web server</td>
<td>Proprietary</td>
<td>Linux, Mac, Windows (browser-based)</td>
<td>[25]</td>
</tr>
<tr>
<td>OASIS</td>
<td>Insertion sequences identification and annotation</td>
<td>Python scripts</td>
<td>Unspecified (source available)</td>
<td>Linux, Mac</td>
<td>[35]</td>
</tr>
<tr>
<td>PRAP</td>
<td>Transposons identification</td>
<td>Perl scripts</td>
<td>GPL 3</td>
<td>Linux, Mac</td>
<td>[36]</td>
</tr>
<tr>
<td>Recon</td>
<td>Transposons identification and classification</td>
<td>C/Perl package</td>
<td>GPL 2</td>
<td>Linux</td>
<td>[37]</td>
</tr>
<tr>
<td>Red</td>
<td>Transposons detection</td>
<td>C++ package</td>
<td>Public domain</td>
<td>Linux, Mac</td>
<td>[38]</td>
</tr>
<tr>
<td>RepeatFinder</td>
<td>Transposons detection</td>
<td>C++/Perl package</td>
<td>Artistic</td>
<td>Linux, Mac</td>
<td>[39]</td>
</tr>
<tr>
<td>RepeatMasker</td>
<td>Transposons detection</td>
<td>C++/Perl package</td>
<td>OSL 2.1</td>
<td>Linux</td>
<td>[40]</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Tool</th>
<th>Use</th>
<th>Availability</th>
<th>License</th>
<th>OS</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Repseek</td>
<td>Transposons detection</td>
<td>C package</td>
<td>LGPL 2</td>
<td>Linux, Mac</td>
<td>[41]</td>
</tr>
<tr>
<td>RISCI</td>
<td>Transposons identification</td>
<td>Perl scripts</td>
<td>Unspecified (source available)</td>
<td>Linux</td>
<td>[42]</td>
</tr>
<tr>
<td>TnpPred</td>
<td>Insertion sequences prediction</td>
<td>Web server</td>
<td>Proprietary</td>
<td>Linux, Mac, Windows (browser-based)</td>
<td>[43]</td>
</tr>
</tbody>
</table>

B: Software and databases for prophage and CRISPR analysis

<p>| ACLAME  | Prophages database | Web server | Unspecified (available for download) | Linux, Mac, Windows (browser-based) | [44]       |
| Phage_Finder | Prophages identification | Perl scripts | GPL 2 | Linux, Mac          | [45]       |
| PHAST    | Prophages identification and annotation | Web server | Unspecified (available for download) | Linux, Mac, Windows (browser-based) | [29]       |
| PhiSpy   | Prophages prediction | Python/R/C++ package | Unspecified (source available) | Linux, Mac | [46]       |
| Prophage database | Prophages database | Web server | Proprietary | Linux, Mac, Windows (browser-based) | [47]       |
| Prophinder | Prophages prediction | Web server | Proprietary | Linux, Mac, Windows (browser-based) | [48]       |
| VirSorter | Prophages prediction | Perl/C package | GPL 2 | Linux               | [49]       |
| CRASS    | CRISPR assembly in metagenomic data | C++/Shell package | GPL 3 | Linux, Mac          | [50]       |
| CRISPI   | CRISPR database | Web server | Proprietary | Linux, Mac, Windows (browser-based) | [51]       |
| CRISPRcompar | CRISPR comparison | Web server | Proprietary | Linux, Mac, Windows (browser-based) | [52]       |</p>
<table>
<thead>
<tr>
<th>Tool</th>
<th>Use</th>
<th>Availability</th>
<th>License</th>
<th>OS</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRISPRdb</td>
<td>CRISPR database and prediction</td>
<td>Web server</td>
<td>Proprietary</td>
<td>Linux, Mac, Windows (browser-based)</td>
<td>[53]</td>
</tr>
<tr>
<td>CRISPResso</td>
<td>CRISPR analysis</td>
<td>Web server, Python/Java/C package</td>
<td>AGPL 3</td>
<td>Linux, Mac, Windows (browser-based)</td>
<td>[54]</td>
</tr>
<tr>
<td>CRISPRfinder</td>
<td>CRISPR prediction</td>
<td>Web server</td>
<td>Proprietary</td>
<td>Linux, Mac, Windows (browser-based)</td>
<td>[55]</td>
</tr>
<tr>
<td>CRISPRmap</td>
<td>CRISPR classification</td>
<td>Web server</td>
<td>Proprietary</td>
<td>Linux, Mac, Windows (browser-based)</td>
<td>[56]</td>
</tr>
<tr>
<td>CRISPR recognition tool</td>
<td>CRISPR prediction</td>
<td>Java package</td>
<td>Public domain</td>
<td>Linux, Mac, Windows</td>
<td>[57]</td>
</tr>
<tr>
<td>CRISPRstrand</td>
<td>CRISPR prediction</td>
<td>Web server</td>
<td>Proprietary</td>
<td>Linux, Mac, Windows (browser-based)</td>
<td>[58]</td>
</tr>
<tr>
<td>CRISPR target</td>
<td>CRISPR prediction and analysis</td>
<td>Web server</td>
<td>Proprietary</td>
<td>Linux, Mac, Windows (browser-based)</td>
<td>[59]</td>
</tr>
<tr>
<td>MINCED</td>
<td>CRISPR prediction</td>
<td>Java package</td>
<td>GPL 3</td>
<td>Linux, Mac, Windows</td>
<td>[60]</td>
</tr>
<tr>
<td>PILER-CR</td>
<td>CRISPR prediction</td>
<td>C package</td>
<td>Public domain</td>
<td>Linux, Mac</td>
<td>[61]</td>
</tr>
</tbody>
</table>

C: Software and databases for genomic and pathogenicity island analysis

<table>
<thead>
<tr>
<th>Tool</th>
<th>Use</th>
<th>Availability</th>
<th>License</th>
<th>OS</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>EGID</td>
<td>Genomic islands prediction</td>
<td>Perl/Java/C++ package</td>
<td>Custom (source available)</td>
<td>Linux</td>
<td>[62]</td>
</tr>
<tr>
<td>GIDetector</td>
<td>Genomic islands classification</td>
<td>Perl/Java package</td>
<td>GPL 2</td>
<td>Windows</td>
<td>[63]</td>
</tr>
<tr>
<td>GIHunter</td>
<td>Genomic islands prediction</td>
<td>Perl/Java/C++ package</td>
<td>Custom (source available)</td>
<td>Linux</td>
<td>[64]</td>
</tr>
<tr>
<td>GIPSY</td>
<td>Genomic islands prediction</td>
<td>Java package</td>
<td>GPL</td>
<td>Linux, Windows</td>
<td>[65]</td>
</tr>
<tr>
<td>GIST</td>
<td>Genomic islands prediction</td>
<td>Perl/Java/C++ package</td>
<td>Custom (source available)</td>
<td>Linux</td>
<td>[66]</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Tool</th>
<th>Use</th>
<th>Availability</th>
<th>License</th>
<th>OS</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>GIV</td>
<td>Genomic islands visualization</td>
<td>C++ package</td>
<td>Proprietary</td>
<td>Linux, Mac</td>
<td>[67]</td>
</tr>
<tr>
<td>IGPIT</td>
<td>Genomic islands prediction</td>
<td>Web server</td>
<td>Proprietary</td>
<td>Linux, Mac, Windows (browser-based)</td>
<td>[68]</td>
</tr>
<tr>
<td>Islander</td>
<td>Genomic islands identification and database</td>
<td>Perl scripts, web server</td>
<td>Unspecified (source available)</td>
<td>Linux, Mac; Linux, Mac, Windows (browser-based)</td>
<td>[69]</td>
</tr>
<tr>
<td>IslandHunter</td>
<td>Genomic islands prediction</td>
<td>Java package</td>
<td>Proprietary</td>
<td>Linux, Mac, Windows</td>
<td>[70]</td>
</tr>
<tr>
<td>IslandPath</td>
<td>Genomic islands prediction</td>
<td>Perl scripts</td>
<td>GPL 2</td>
<td>Linux</td>
<td>[71]</td>
</tr>
<tr>
<td>IslandPick</td>
<td>Genomic islands comparison and identification</td>
<td>Perl scripts</td>
<td>GPL 2</td>
<td>Linux</td>
<td>[72]</td>
</tr>
<tr>
<td>IslandViewer</td>
<td>Genomic islands identification and visualization</td>
<td>Perl scripts</td>
<td>GPL 2</td>
<td>Linux</td>
<td>[73]</td>
</tr>
<tr>
<td>Mobilome-FINDER</td>
<td>Genomic islands detection</td>
<td>Web server</td>
<td>Proprietary</td>
<td>Linux, Mac, Windows (browser-based)</td>
<td>[74]</td>
</tr>
<tr>
<td>MSGIP</td>
<td>Genomic islands prediction</td>
<td>Java package</td>
<td>Unspecified (source available)</td>
<td>Linux, Mac, Windows</td>
<td>[75]</td>
</tr>
<tr>
<td>OligoWords</td>
<td>Genomic islands identification</td>
<td>Python script</td>
<td>CC-BY</td>
<td>Linux, Mac</td>
<td>[76]</td>
</tr>
<tr>
<td>SeqWord genome browser</td>
<td>Genomic islands identification and visualization</td>
<td>Web server, python scripts</td>
<td>Unspecified (source available)</td>
<td>Linux, Mac, Windows (browser-based)</td>
<td>[77]</td>
</tr>
<tr>
<td>Colombo/SIGI-HMM</td>
<td>Genomic islands prediction</td>
<td>Java package</td>
<td>Proprietary</td>
<td>Linux, Mac, Windows</td>
<td>[78]</td>
</tr>
<tr>
<td>tRNAcc</td>
<td>Genomic islands identification</td>
<td>C++/Perl package</td>
<td>Proprietary</td>
<td>Windows</td>
<td>[79]</td>
</tr>
<tr>
<td>Alien_Hunter</td>
<td>Pathogenicity islands prediction</td>
<td>Perl/Java package</td>
<td>GPL 2</td>
<td>Linux, Mac</td>
<td>[80]</td>
</tr>
<tr>
<td>PAIDB</td>
<td>Pathogenicity islands database</td>
<td>Web server</td>
<td>Proprietary</td>
<td>Linux, Mac, Windows (browser-based)</td>
<td>[81]</td>
</tr>
<tr>
<td>PIPS</td>
<td>Pathogenicity islands prediction</td>
<td>Perl scripts</td>
<td>GPL 3</td>
<td>Linux, Mac</td>
<td>[82]</td>
</tr>
</tbody>
</table>
Table 1
(continued)

<table>
<thead>
<tr>
<th>Tool</th>
<th>Use</th>
<th>Availability</th>
<th>License</th>
<th>OS</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>PredictBias</td>
<td>Genomic and pathogenicity islands prediction</td>
<td>Web server</td>
<td>Proprietary</td>
<td>Linux, Mac, Windows (browser-based)</td>
<td>[83]</td>
</tr>
<tr>
<td>D: Databases for integron and integrative conjugative elements (ICE)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ACID</td>
<td>Integrons database</td>
<td>Web server</td>
<td>Proprietary</td>
<td>Linux, Mac, Windows (browser-based)</td>
<td>[84]</td>
</tr>
<tr>
<td>ICEberg</td>
<td>Integrative and conjugative elements database</td>
<td>Web server (available for download)</td>
<td>Proprietary</td>
<td>Linux, Mac, Windows (browser-based)</td>
<td>[27]</td>
</tr>
<tr>
<td>INTEGRALL</td>
<td>Integrons database</td>
<td>Web server</td>
<td>Proprietary</td>
<td>Linux, Mac, Windows (browser-based)</td>
<td>[28]</td>
</tr>
</tbody>
</table>

Table 2
Currently unavailable software for prokaryotic MGE analysis. Some of these programs might be obtained upon request from authors

<table>
<thead>
<tr>
<th>Tool</th>
<th>Target MGE</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centroid</td>
<td>Genomic islands</td>
<td>[85]</td>
</tr>
<tr>
<td>GI-POP</td>
<td>Genomic islands</td>
<td>[86]</td>
</tr>
<tr>
<td>PAI-IDA</td>
<td>Genomic islands</td>
<td>[87]</td>
</tr>
<tr>
<td>SIGI</td>
<td>Genomic islands</td>
<td>[88]</td>
</tr>
<tr>
<td>DOASIS/NOASIS</td>
<td>Insertion sequences</td>
<td>[89]</td>
</tr>
<tr>
<td>ISA</td>
<td>Insertion sequences</td>
<td>[90]</td>
</tr>
<tr>
<td>Prophage finder</td>
<td>Prophages</td>
<td>[91]</td>
</tr>
<tr>
<td>Unnamed script</td>
<td>Prophages</td>
<td>[3]</td>
</tr>
<tr>
<td>SSFinder</td>
<td>CRISPR</td>
<td>[92]</td>
</tr>
<tr>
<td>IRs search</td>
<td>Transposable elements</td>
<td>[93]</td>
</tr>
<tr>
<td>MUST</td>
<td>Transposable elements</td>
<td>[94]</td>
</tr>
<tr>
<td>Profile HMM search</td>
<td>Transposable elements</td>
<td>[93]</td>
</tr>
<tr>
<td>Repeats search</td>
<td>Transposable elements</td>
<td>[93]</td>
</tr>
<tr>
<td>Transposon express</td>
<td>Transposable elements</td>
<td>[95]</td>
</tr>
</tbody>
</table>
following instructions from the Ubuntu community help wiki (https://help.ubuntu.com/community/installation). However, for better performance, it is best to avoid virtual machines and install Ubuntu directly on the computer instead. To follow this guide a basic knowledge in management and analysis of directories, files and genomic data in a command line interface is also necessary.

We used 21 genomes from different bacterial and archaeal classes bearing distinct MGE types and numbers as examples for the methods described in this protocol. Final results for the analyses of these genomes can be obtained from https://github.com/danillo-alvarenga/mogece/blob/master/Analyses.tar.gz. To download these results, open the GitHub webpage, click on the “Download ZIP” link located on the right of your screen, and save it to an appropriate directory. We advise visualizing these files in addition to reading this chapter for a better understanding of what results the following methods should produce.
3 Methods

3.1 Preparing Your Dataset: Obtaining Prokaryote Genomes

For most MGE software and databases, either unannotated genome sequences in the plain fasta format (".fasta", ".fas", ".fa", ".fna", ".fna" and ".fnt" file extensions) or annotated sequences in the GenBank format (".gbk" and ".gb" file extensions) or the new GenBank flatfile format (".gbff" file extension) are mandatory (see Notes 1 and 2). Thus, target genomes should be available in both formats so that a broad range of programs can be used. For novel genomes, SPAdes [98] is currently among the best options for assembling prokaryotic genomes from Illumina and Ion Torrent short reads, and Platanus [99] can be used as an additional step for scaffolding and gap-closing sequences.

To generate GenBank files there are several available genome annotation pipelines capable of providing CDS assignment and their putative products, signal peptides, non-coding RNAs, and other features. We recommend Prokka [21], an automated pipeline for annotating prokaryotic genomes, which runs on local hardware and can completely annotate a typical bacterial genome in under 10–15 min on a desktop or laptop computer. Conversely, three other satisfactory annotation pipelines are available on the following web-servers: RAST, IMG/ER, and NCBI Pipeline PGAP (for which further details are found in the NCBI handbook chapter at https://www.ncbi.nlm.nih.gov/books/NBK174280). All these pipelines generate standard-compliant output files.

If the user is not interested in analyzing novel genomes or wants to compare them to available genomes, two useful sources of bacterial and/or archeal genomes are the NCBI ftp server and the Genomes OnLine Database (GOLD) [100]. Available genomes can be retrieved by visiting ftp://ftp.ncbi.nlm.nih.gov/genomes/ on a web browser and navigating to genbank/ at the bottom of the page, or browsing the GOLD website at https://gold.jgi.doe.gov/. Both databases include updated files on virtually every prokaryotic genome publicly released thus far.

3.2 Preparing Your Computer for MGE Analysis: Installing Dependencies

While some MGE analysis software provides web servers with browser-based user interfaces or graphical user interfaces, most available programs are based on command-line interfaces and need to be installed on a local computer running a Linux-based OS before analysis can be carried out (see Note 3). In some cases this can be difficult even with bioinformatics experience. Out-of-the-box Ubuntu lacks a few software elements and libraries on which these programs depend. Nevertheless, several of these dependencies can be easily installed by typing a few commands in a terminal emulator, a program that allows users to interact with computer programs by a text-based interface.
Ubuntu’s terminal emulator can be accessed by typing “terminal” in the dash (the first button from top on the left-sided launcher bar) or pressing the <ctrl>+<alt>+<T> key combination. Although there are alternative terminal implementations, all commands described in this chapter are assumed to be typed in the standard Ubuntu terminal emulator. Before starting the analyses, follow the procedures below using this terminal emulator to prepare the system for the software described in the subsequent sections (see Notes 4 and 5).

First, it is important to install essential software for building programs and make sure the system has all that is needed for compiling sources. For this purpose, issue the following command to the apt-get package manager (see Note 6): 
```
sudo apt-get install build-essential.
```

Navigation in the terminal is achieved by the command `cd` followed by a space and the directory name. Since it takes some time to familiarize oneself with this method, it is useful to install a shortcut for opening a directory in the terminal directly from the Ubuntu file manager also using the apt-get manager: 
```
sudo apt-get install nautilus-open-terminal.
```

Software written in the Java programming language is commonly distributed as .jar files. These files depend on a runtime environment that does not come pre-installed in Ubuntu systems. To run Java-based applications, install the Open Java Development Kit: 
```
sudo apt-get install openjdk-7-jdk.
```

R is an open-source computing language widely used for statistics on which some bioinformatics tools rely. Most R packages are included in the Comprehensive R Archive Network (CRAN), but the Ubuntu repositories include some of these packages, which can also be installed with the apt-get manager for an easier process. Install the basic R files and the randomForest package with the following command: 
```
sudo apt-get install r-base r-cran-randomforest.
```

Bioinformatics software written in the Python programming language may sometimes depend on Biopython, a library containing several bioinformatics tools, or TkInter, an interface to the GUI toolkit Tk. Both libraries can be easily installed with the apt-get manager: 
```
sudo apt-get install python-biopython python-tk.
```

A different approach to dependencies is implemented by Docker, which is able to install a program and all its dependencies and create containers for this software. For bioinformatics programs that use this distribution method, reboot the operating system after installing Docker and adding your username to the Docker group with the following command: 
```
sudo apt-get install docker.io; sudo usermod -aG docker $USER.
```

The NCBI BLAST suite is another popular dependency for bioinformatics programs. At present there are two BLAST versions in the Ubuntu repositories. Some programs rely on the legacy
version while others depend on the current version (see Note 7). To avoid incompatibility issues, both versions can be installed concomitantly: `sudo apt-get install blast2 ncbi-blast+`.

3.3 Insertion Sequence Prediction

ISs are the smallest and simplest autonomous mobile genetic elements, ranging from 0.7 to 3.5 kbp, and generally include a transposase gene encoding the enzyme that catalyzes IS movement. They are classified into about 28 different families on the basis of the relatedness of transposases and overall genetic organization [13]. The ISfinder database (https://www-is.biotoul.fr/) is the reference center for IS analysis, providing a gold standard method and protocol for IS identification, name attribution, annotation, and classification [25]. We strongly recommend following the ISfinder annotation protocol, using a manual expert annotation of each predicted IS, with the ISsaga web-service. These instructions can be found on the ISsaga Manual in the “About” section of the ISsaga main webpage (http://issaga.biotoul.fr/ISsaga2/issaga_manual.pdf). Other available software, such as OASIS [35] and ISQuest [59], are dedicated to de novo predictions, providing valuable resources for IS discovery in a given genome. This guide focuses on ISsaga and OASIS, but can be exploited with ISQuest and other IS software and databases shown in Table 1-A (see Note 8).

3.3.1 IS Detection with the ISsaga2 Web-Service

2. Log-in into the system, or create a new account.
3. On the “ISsaga public section”, click on Start Annotation.
4. Fill-in the forms, and choose which type of genome file (“.fasta” or “.gbk”) is to be analyzed. Click on the “Send/Run” button, and wait for the results.
5. Follow the ISfinder/ISsaga gold standards for IS annotation, naming and validating each predicted IS, according to the ISsaga manual (optional).
6. On the “Annotation Report” webpage of your submitted genome, click on the pull-down menu “Annotation,” and choose the “Extract Annotation” option.
7. Click on the “Excel annotation file” button, and download the “.xls” file to your genome folder.
8. Open the “.xls” file in your favorite spreadsheet program, convert it to the comma-separated values format (“.csv”) and save this new file in your genome folder.
9. If the ISfinder/ISsaga gold standards for IS annotation were followed to the end, extract the final annotation results in the “Annotation” tab, and choose “Extract Annotation” option. On the new webpage, click on the “GenBank annotation file”, and use this new GenBank file to visualize the results in the GView or Artemis genome viewers (optional).
1. Download the OASIS source code from https://github.com/dgrtwo/OASIS.

2. Go to the Downloads folder in the file manager, right-click on the downloaded file and select “extract here.”

3. Move the extracted folder to the directory where software and database files will be stored. In this and the following examples, we will use /home/bioinfo/software as the default path for the installed software and /home/bioinfo/genomes for genome files. Replace this path with your own directory paths whenever necessary (see Note 9).

4. Go to the folder where a setup.py file can be found, right-click on a blank space and select “open in terminal.” In the opened terminal, install the software:
   ```bash
   python setup.py build; sudo python setup.py install
   ```

5. Find the data subdirectory inside the src directory and modify the data.cfg file to the following:
   ```
   [BLAST]
   BLAST_EXE=/usr/bin/blastall
   FORMAT_EXE=/usr/bin/formatdb
   ```

6. On these examples, we also use TargetGenome as proxy for the genome filename and AnalysisDirectory for the results directory, which should be replaced with the names of your file and directory. Open a terminal from your genome folder and run OASIS with the appropriate file and directory names:
   ```
   OASIS -g TargetGenome.gb -o OASISAnalysisDirectory
   ```

7. Repeat the previous step for each genome you wish to analyze.

8. OASIS will produce two files – a fasta file containing both nucleotide and amino acid sequences of each detected IS, and a General Feature Format file (".gff" extension) containing information about the predicted insertion sequences. Please note that, unlike ISSaga, OASIS does not classify ISs into families. The data obtained from OASIS must be parsed through ISfinder for this purpose (see Note 10).

Temperate or lysogenic phages generally integrate their genomes into the bacterial chromosome as prophages, which replicate passively with the host chromosome until conditions favor their reactivation. Integration occurs by site-specific recombination often into tRNA/tmRNA genes [46] (see Note 11). Prophages can encode virulence-related genes converting non-pathogenic bacteria into pathogens. It is well known that prophage identification in bacterial genomes is a difficult process [46]. Indeed, the longer and more complex the MGE the more difficult it is to correctly identify it. Prophages can also be confounded with Gene Transfer Agents (GTAs), which also resemble phages in a subtle way.
GTAs are widespread in bacteria and may also be involved in virulence and adaptation \[102\].

CRISPRs are specific loci which provide acquired immunity against viruses and plasmids \[103\]. Therefore, in addition to the prophage prediction and analysis, CRISPR detection also provides valuable information concerning the history of phage infection of the analyzed genome (see Note 12). CRISPR analysis should use both de novo approaches, such as MinCED and CRISPRdb (http://crispr.u-psud.fr/crispr/), one of the most complete databases for CRISPR analysis.

3.4.1 Prophage Detection with PhiSpy 2.3

1. Download the PhiSpy source code from https://sourceforge.net/projects/phispy/, extract the package and move it to your software directory.
2. Go to the folder where a makefile can be found, open a terminal from the right-click menu, and compile the executable files:
   
   ```make```

3. Make all Python scripts executable:

   ```
   chmod +x *py */*.py
   ```

4. Add the directory to your global environment variables (see Note 13):

   ```
   echo 'export PATH=$PATH:$(pwd) >> ~/.bashrc; source ~/.bashrc
   ```

5. Add the Python interpreter path to the main PhiSpy scripts:

   ```
   sed -i '1i#!/usr/bin/env python' phiSpy.py; sed -i '1i#!/usr/bin/env python' genbank_to_seed.py
   ```

6. Go to the directory where the target genomes are hosted:

   ```
   cd /home/bioinfo/genomes
   ```

7. Transform the target genome file from the GenBank file format to a SEED directory:

   ```
   genbank_to_seed.py TargetGenome.gb GenomeSEEDDirectory
   ```

8. Run PhiSpy on the newly-created SEED directory:

   ```
   phiSpy.py -i GenomeSEEDDirectory -o PhiSpyAnalysisDirectory
   ```

9. Repeat steps 9 and 10 for the other target genomes.

10. After the analysis is finished, the output directory will host several files, including a subdirectory named “results” containing a file named prophage.tbl. This file contains the location of the predicted prophages.

3.4.2 Prophage Detection with VirSorter 1.0.3

1. Download VirSorter with Docker:

   ```
   docker.io pull discoenv/virsorder:v1.0.3
   ```

3. Extract the downloaded file and move the VirSorter database folder to your software directory.

4. Create a VirSorter analysis folder in your genomes folder and copy the fasta files for your target genomes there.

5. Open a terminal and run VirSorter from Docker (see Note 14):

   ```bash
docker.io run -v /home/bioinfo/software/virsorter-data:/data -v /home/bioinfo/genomes/VirSorterAnalysisDirectory:/wdir -w /wdir --rm. discoenv/virsorter:v1.0.3 --db 2 --fna /wdir/TargetGenome.fasta
```

6. Claim ownership on the created files and change permissions:

   ```bash
sudo chown -R $USER: *; chmod -R 755 *
```

7. Repeat steps 5 and 6 for each target genome.

8. VirSorter main results will be output to a comma-separated table named VIRSorter_global_phage_signal.csv, containing possible viral and prophage sequences divided into categories according to the certainty of prediction. However, this table does not provide genomic coordinates for these prophages. These coordinates can be found in the headers from fasta sequences written to the Predicted_viral_sequences directory.

---

3.4.3 CRISPR Detection with MinCED

1. Download the MinCED source code from [https://github.com/ctSkennerton/minced](https://github.com/ctSkennerton/minced).

2. Go to the Downloads folder in the file manager, right-click on the downloaded file and select “extract here.”

3. Move the extracted folder to the directory where you wish to keep software and databases files.

4. Go to the folder where a makefile can be found, right-click on a blank space, and select “open in terminal.” In the opened terminal, compile the executable files:

   ```bash
make
```

5. Export the MinCED directory by issuing the following command:

   ```bash
echo 'export PATH=$PATH:'$(pwd) >> ~/.bashrc; source ~/.bashrc
```

6. Still in the terminal, change to your genomes directory:

   ```bash
cd /home/bioinfo/genomes
```

7. Run MinCED on your target genome:

   ```bash
minced -gff TargetGenome.fasta MinCEDResults.gff
```

8. Repeat the previous step for each genome you wish to analyze.

9. By default, MinCED outputs a tab-separated values table to the terminal. However, by adding the `-gff` parameter to its command and pointing a filename for writing, MinCED will produce a “.gff” file containing information about the predicted CRISPRs.
GEIs are central to the dissemination and evolution of a broad spectrum of bacteria [8]. GEIs can be correlated with pathogenicity, virulence, fitness, symbiosis, and cell metabolism, depending on the gene composition of the given GEIs. Therefore, the better the CDS annotation, the better the GEI classification. There are several available GEI detection software packages. Genomic Island Prediction software (GIPSy) [65] is one of the most complete and user-friendly GEI detection software currently available, and it is capable of distinguishing pathogenicity islands, metabolic islands, resistance islands, and symbiotic islands. We recommend downloading and following the GIPSy annotation through their interface (http://www.bioinformatics.org/groups/?group_id=1180). The instructions below show how to use Alien_Hunter and SeqWord Gene Island Sniffer software for GEI prediction (see Note 15).

### 3.5.1 GEI Prediction with Alien_Hunter 1.7

1. Download the Alien_Hunter source code from [http://www.sanger.ac.uk/science/tools/alien-hunter](http://www.sanger.ac.uk/science/tools/alien-hunter), extract the package and move it to your software folder.

2. Go to the folder where an alien_hunter file can be found, right-click on a blank space, and select “open in terminal.” In the opened terminal, add the directory to your global environment variables:

   ```bash
echo 'export PATH=$PATH:$(pwd) ' >> ~/.bashrc; source ~/.bashrc
```

3. Change to your genome directory in the terminal:

   ```bash
cd /home/bioinfo/genomes
```

4. Run Alien_Hunter on your fasta-formatted genome:

   ```bash
alien_hunter TargetGenome.fasta AlienHunterOutputFile
```

5. You may opt to view the resulting prediction file on the Artemis genome browser. To do so, follow the procedure for installing Artemis described in the first step of Subheading 3.4.2. To open the resulting prediction file on Artemis after analysis, add the `-a` parameter to the command illustrated in the step 3:

   ```bash
alien_hunter TargetGenome.fasta AlienHunterOutputFile -a
```

6. Alien_Hunter will generate three result files: two feature tables and a plot file. Look for the “.sco” file, which indicates coordinates and scores for the predicted genomic islands.

### 3.5.2 GEI Prediction with OligoWords 1.2 and SeqWord Gene Island Sniffer 1.0

1. Download OligoWords and SeqWord Gene Island Sniffer from [http://www.bi.up.ac.za/SeqWord/downloads/OligoWords_1.2.1_linux.zip](http://www.bi.up.ac.za/SeqWord/downloads/OligoWords_1.2.1_linux.zip) and [http://www.bi.up.ac.za/SeqWord/downloads/SWGIS_1.0.zip](http://www.bi.up.ac.za/SeqWord/downloads/SWGIS_1.0.zip), respectively, extract the packages, and move them to your software folder.

2. Open a terminal in the directory where the OligoWords and the SeqWord Sniffer scripts can be found and add their paths to your environment variables:
3. Add the Python interpreter path to the main scripts in their corresponding directories:

```bash
sed -i '1i#!/usr/bin/env python' OligoWords1.2.1.1.py
sed -i '1i#!/usr/bin/env python' SeqWordSniffer.py
```

4. Change executable permissions for the scripts:

```bash
chmod +x OligoWords1.2.1.1.py ; chmod +x */*
chmod +x SeqWordSniffer.py ; chmod +x */*
```

5. Find the `input` folder inside the extracted directories and copy target genomes in the fasta file format, renaming extensions from “.fasta” to “.fna.”

6. Open a terminal in the scripts directories and run the main scripts:

```bash
OligoWords1.2.1.1.py
SeqWordSniffer.py
```

7. When prompted, type `Y` to analyze the genomes using the default parameters or follow the instructions for changing the settings according to your preferences.

8. For each genome, a “.out” file with the results will be written to the `output` folder inside the software directories.

9. SeqWord Gene Island Sniffer 1.0 generates a circular genomic map showing GEI location and nucleotide composition using different metrics. This map is useful to visualize the detected island, and must be compared with the GIPSy results for high-quality GEI annotation.

### 3.6 ICE and Integron Analysis and Prediction

ICEs are self-transmissible integrative elements found in both Gram-positive and Gram-negative bacteria encoding conjugation-related genes [27], whereas integrons show a diverse genetic organization, containing a number of combinations of gene cassettes, mostly related to antibiotic resistance and often associated with transposons and conjugative plasmids [28, 104, 105]. GEI prediction software, such as Alien_Hunter, may detect these anomalous regions; however, they are not capable of distinguishing GEIs, ICEs, and integrons. Therefore, in addition to the IS, prophage, and GEI predictions, a complete MGE analysis should include searches against the ICE and integron reference databases, such as ICEberg (http://db-mml.sjtu.edu.cn/ICEberg), and INTEGRALL (http://integrall.bio.ua.pt).

### 3.7 Visualizing Prediction Results in Circular and Linear Genomic Maps

GView is a program for visualizing genomes. Although not developed specifically for MGE analyses, it can be used for viewing the results obtained in the previous steps in a broader genomic context, either for complete genomes or single contigs. It is also possible to visualize the previous results with the Artemis genome browser,
which additionally allows users to perform manual curation of annotations, thus making it very useful for refining automated predictions (see Note 16). However, most MGE prediction software does not generate results in formats compatible with these programs. To integrate predictions with these viewers, we have developed Mobile Genetic Element Coordinates Extractor (MoGECE), which extracts mobile genetic element locations in prokaryotic genomes from outputs created by the MGE analysis software described in the previous section and generates files compatible with GView and Artemis. The following instructions show how to draw linear and circular genomic maps and visualize CDS annotations coupled with the MGE predictions.

3.7.1 Formatting Prediction Results with MoGECE 1.0.1

1. Download the MoGECE package from https://www.github.com/danillo-alvarenga/mogece/, extract it and move it to a folder in your software directory.

2. Enter a terminal from the MoGECE folder and add it to your environment:
   ```bash
   echo 'export PATH=$PATH:'$(pwd) '>> ~/.bashrc; source ~/.bashrc
   ```

3. Go to the directories containing the relevant output files described in the previous subsections and run the program indicating the output file, the program in which this file was created, and which program visualization should be used. For Alien_Hunter, for example, issue the following command to the terminal in the outputs directory:
   ```bash
   MoGECE.py -f alienhunter.sco -l -a -g
   ```

4. MoGECE will output either a feature table for visualization in Artemis, a comma-separated values table for GView, or both according to the parameters you have chosen when running the program. The files produced will be named according to the program output in which they were based, e.g., an Alien_Hunter output file used as input for MoGECE with the -a and -g parameters will be processed and two files will be created: alienhunter.csv and alienhunter.ft.

3.7.2 Visualizing Results on Artemis 16.0.0

1. Download and extract the Artemis compressed file on your software folder from ftp://ftp.sanger.ac.uk/pub/resources/software/artemis/artemis.tar.gz, open the directory in the terminal, and enter the following command:
   ```bash
   echo 'export PATH=$PATH:'$(pwd) '>> ~/.bashrc; source ~/.bashrc
   ```

2. Start Artemis from a terminal by typing `art`.

3. In the “Options” menu, select the bacterial and plant plastid Genetic Code Table 11.
4. In the “File” menu, select “Open” and open the target genome in the GenBank file format.

5. In the genome annotation window, go to the “File” menu and click on “Read an Entry.” Navigate to the directory containing the feature table created with MoGECE, change file types to “all files,” and select the table (see **Note 17**).

### 3.7.3 Visualizing Results on GView 1.7


2. Double-click on the downloaded “.deb” file and install it from the Ubuntu Software Center.

3. Open GView by searching for its name in the dash.

4. In the “Open Files” window, go to the folder where your target genome is stored and select the “.gb” genome file as your sequence data. You may also indicate a previous GView Style Sheet in this window. Click on “Build Map” for visualizing the target genome.

5. GView can provide additional plots from ranges represented in comma-separated values. To create the necessary csv files from outputs produced by the software described in the previous steps, move the csv files created with MoGECE and the GView-StyleSheet.gss file included with it to the same directory where the GenBank-formatted file is stored and indicate both the genome file and the style sheet in the “Open Files” window (see **Notes 18 and 19**).

6. The circular and linear genomic maps can be exported to “.svg,” “.png,” and “.jpg” figures format.

### 3.8 How to Interpret the Results

Figures 2 and 3 show examples of analyses generated by this protocol. These circular genomic maps were produced by the GView software, and are used as a template for interpreting the results obtained. GView can generate a circular or linear genomic representation which can be zoomed-in or zoomed-out with point-and-click capabilities, showing CDS annotations. This is very useful to analyze each prediction, as described below. Linear and circular layouts can be interchanged in the “View” drop-down menu.

Figure 2 shows a global representation of all predicted MGEs together with CDS annotations of the *Escherichia coli* O26-H11 11368 genome. This genome is known to carry a large number of ISs and prophages and dozens of regions with potential anomalous nucleotide composition. Four examples of anomalous regions marked with dashed boxes were further explored. Figure 2-region A illustrates a typical laterally acquired island. This region was detected by both Alien_Hunter and SeqWord Sniffer, showing an anomaly in the GC content. In this example, the anomalous regions show lower GC content when compared to the genome average.
Depending on the analyzed genome, the laterally acquired island may show either higher or lower GC content when compared to the genome average. Abrupt changes in the GC content and GC skew are well-characterized landmarks of laterally acquired regions. However, this should not be taken as a rule, as GC characteristics are not unique parameters to identify laterally acquired islands. For instance, other cellular mechanisms such as intra-molecular recombination may generate similar patterns, and thus result in false positive predictions. Therefore, further manual inspection of the gene content in these regions is mandatory, and explained below. The CDS content of this region shows open reading frames (ORFs) encoding several hypothetical genes, IS transposases, chaperones, a lytic transglycosylase, and several genes from the type III secretion system, suggesting that it is a pathogenicity island. Figure 2-region B illustrates a typical GEI region, showing an integrase gene located on the border of the GEI. In addition, other ORFs, such as phage-
and flagellar-related genes, and several hypothetical ORFs were identified. Figure 2-region C illustrates a typical pathogenicity island detected by Alien_Hunter and SeqWord Sniffer, with atypical GC content and encoding ORFs related to a type III secretion system. Figure 2-region D and the other regions marked by PhiSpy and VirSorter are a typical prophage region, encoding integrases, holin, lysozyme and structural phages genes with homology to the lambda phage.

The left panel of Fig. 3a shows that *Shigella flexneri* carries a large number of ISs spread over its chromosome, together with some prophage regions and GEIs. The right panel of Fig. 3a shows a zoom-in of a specific region pointing that both ISsaga and OASIS generated similar IS predictions, indicating a consistent result. However, some differences were noted between PhiSpy and VirSorter predictions: while PhiSpy detected only one prophage (blue bar), VirSorter detected two regions (pink bar). CDS analyses of the region detected only by VirSorter indicate a typical GEI, containing integrase, phage-related and IS transposase ORFs. The region detected by both PhiSpy and VirSorter was also marked by SeqWord Sniffer (yellow bar) and OligoWords (gray lines) predictions, which indicates a prophage region encoding several phage-related genes.
The right panel of Fig. 3 shows that *Sulfolobus solfataricus* carries large numbers of ISs and GEIs, and few prophages. The low number of prophages might be due to the presence of at least three CRISPR loci detected by MinCED (orange bars on the left panel). The CDS analysis of the surrounding genes of the CRISPR loci indicate the presence of Cas1 to 7 ORFs (CRISPR-associated genes), suggesting that this archaea may have had a long history of battle against phages. Indeed, a comparative analysis with the use of the CRISPRdb indicates that this genus carries several CRISPR loci. The other regions marked on the right panel follow the pattern shown in previous figure examples.

Overall, these results emphasize that multiple predictors and databases must be used for a proper MGE analysis (see Note 20), and that manual expert annotation is a mandatory second annotation step.

### 3.8.1 Chimeric MGEs

As mentioned above and illustrated in Figs. 2 and 3, it is relatively frequent to find chimeric MGEs. For instance, prophages and GEIs often carry ISs which are the product of different LGT events and must be considered separate entities with a distinct evolutionary history. Similarly, prophages are often integrated into GEIs, and these can undergo further IS invasion. Indeed, in certain cases, some GEIs may be generated by a number of different combinations and recombinations between prophages and IS.

Excluding plasmids, which exist as autonomously replicating extrachromosomal entities and are generally annotated separately, elements that are normally integrated into the chromosome but are self-transmissible by conjugation are classified as ICE. Interestingly, some GEIs are transferred by conjugation and carry genes with similarities to known plasmid transfer systems, indicating a common origin, whereas others can be transferred by packaging into phages [8]. ISCRs (Insertion Sequence with a Common Region) are related to ISs of the IS91 family, but unlike IS91 family members are generally associated with several antibiotic resistance genes [7]. In addition, an IS can insert within other ISs, resulting in structures like “russian dolls.” A similar phenomenon, generated by a number of consecutive phage invasions, is also observed with prophages [2].

Thus, certain MGEs may include a combination of ISs, prophages, GEIs, integrons, and ICEs, generating chimeric structures by illegitimate and homologous recombination. The logic to be used in their analysis is often complex, especially since certain MGEs are fast evolving and can be interdigitated in a number of subtle ways. MGE annotation best practices must commence with a bottom-up approach: first detecting the simplest and smallest elements before passing to the more complex and bigger elements (e.g., ISs → prophages → GEIs/ICEs and integrons). This maximizes annotation efficiency, and largely avoids misinterpretation of
these “intertwined” MGEs and the identification of false negatives and positives. This is an important concept which must be taken into account before starting MGE analysis of a prokaryote genome. A second concept is that all predictions must be validated by manual and expert annotation (see Notes 21 and 22).

3.8.2 Non-autonomous and Partial Elements

The occurrence of non-autonomous MGEs in Prokaryotic genomes is quite common. These mainly include: (a) MITEs (Miniature Inverted-Repeat Transposable Elements), composed of the inverted repeats of an IS or Tn and some short, interstitial, non-coding DNA, capable of impacting prokaryotic genome evolution by acting as substrates for genome rearrangements and by modifying gene expression by creating new promoters; (b) partial MGEs representing relics of prophages, ISs, and GEIs, mostly generated by genome decay or other recombination events.

In spite of their abundance, the predictors and software used in this guide are not able to detect MITEs, or to classify complete and partial MGEs. This level of MGE analysis requires manual and expert annotation of the predicted results, mainly based on BLAST analysis against the MGEs databases, such as ISfinder, PHAST, ACLAME, ICEberg and INTEGRAL, and literature search (see Note 23).

4 Notes

1. Some programs can recognize files only when they have certain extensions. If you are running into file recognition errors, try changing the extension. The GenBank flatfile format (.gbff) is virtually identical to the previous GenBank format (.gb or .gbk), but most prediction software only recognizes the “.gbk” or “.gb” file extensions. In such circumstances, the “.gbff” extension should be renamed “.gbk.”

2. For bacteria with multiple chromosomes, it is better to analyze each chromosome separately instead of grouping them into a multi-fasta or multi-gb file. This is due to the different ways that programs deal with such files, which might result in errors when comparing their outputs.

3. Although some software has been developed for Linux distributions and OS X, they may work on other Unix-like systems such as BSD and Solaris as well. Likewise, some software that apparently targets bacteria exclusively may also work for archaeal genomes. Try including the software in your workflow before discarding it.

4. When using the command line, press <enter> after every command, type your password when required, and type yes or y whenever required. Make sure you have memorized the password you registered when installing Ubuntu, as it will
frequently be requested after commands requiring superuser authorization (the ones preceded by `sudo`).

5. Typing errors are the major source of errors when using the command line. Getting used to using auto-completion for filenames and programs by typing their first letters and then pressing `<tab>` prevents several mistakes.

6. If you are not using Ubuntu or another Debian-based Linux distribution as your operating system, the `apt-get` package manager may not be available. Alternatively, most Python packages may be installed using the `pip` or `easy_install` managers, and Perl packages are also available from `cpan`.

7. Some programs include a compiled version of the BLAST software that may run into library issues. If you encounter this issue, remove the embedded BLAST executable and create a symbolic link to your system’s executable by starting a terminal on the executable directory and typing the following command:

```
rm blastn; ln -s $(which blastn) blastn
```

8. The general IS annotation pipelines do not consider the ISCR (Insertion Sequence with Common Regions) elements. For that level of analysis and annotation it is necessary to follow the standards proposed by Toleman and collaborators [7] and to use the ISCR Database (http://medicine.cf.ac.uk/infect-immun/research/infection/antibacterial-agents/iscr-elements/). After drawing the Gview map, investigate the IS genomic context of the gene to identify possible ISCRs.

9. Avoid using spaces in file or directory names as some commands and programs (such as Alien_Hunter) may have trouble recognizing them. Suppress spaces or replace them with underlines.

10. New ISs should be submitted to ISfinder for attribution of a standard name and inclusion in the database.

11. Since many prophages are inserted near tRNA/tmRNA genes, results from tRNA predictor software compared by BLASTn with the complexity filter disabled against the given genome should be used to improve the detection of insertion sites and to define the prophage borders. This can be done with tRNAScan-SE [106] or Aragorn [107].

12. For prophage prediction refinement, further comparisons can be made by using the PHAST (http://phast.wishartlab.com) and ACLAME (http://aclame.ulb.ac.be/) databases.

13. After compiling a program and exporting its path to the global environment, it is necessary to reload bash, the default Ubuntu terminal interpreter, so that its location can be updated. If the exported program path is no longer accessible after closing a
terminal emulator window, reload bash by typing the command `source ~/.bashrc` in a terminal or by restarting your computer.

14. If you have trouble starting Docker, first make sure that the service is still running by typing `sudo service docker start` in the terminal.

15. For GEI prediction refinement, further comparisons can be made by using the SeqWord Genome Browser (http://www.bi.up.ac.za/SeqWord/mhhapplet.php) and IslandViewer3 (http://www.pathogenomics.sfu.ca/islandviewer).

16. Artemis is not particularly well suited for visualizing analyses from programs that generate coordinates for large sections of the genome (such as Alien_Hunter and OligoWords). GView is a better tool for such cases.

17. In Artemis, it is possible to visualize concurrently the results for different feature tables. To do so, first create a directory containing the feature tables alone and concatenate them into a single file by using the following command in the terminal:

```
cat *.ft > all.ft
```

18. If you are analyzing a draft genome, which is made up of a number of contigs, it is possible to visualize results for single contigs with GView if you analyze each contig separately and ignore the circular view.

19. Always compare the GView MGEs circular map results against the GIPSy predictions and the SeqWord Gene Island Sniffer circular map. If you followed the ISfinder/ISsaga gold standards for IS annotation, you can also compare these maps with the ISsaga circular map. For that go to the ISsaga webpage, and on the “Annotation” tab, click on the “ISbrowser preview.”

20. Sometimes, the latest versions of some programs have not been thoroughly tested and present execution errors that the original versions described in the published papers do not. If you suspect you may be encountering such errors, look for previous versions.

21. Annotations regarding joined genes at the extremities of sequences may lead some programs to errors. Workarounds may include deleting such annotations or manually joining these genes (e.g., taking a part from the beginning of the genomic sequence to its end) and reannotating the genome.

22. Some programs rely on previous genome annotation for detecting MGE sequences. However, annotation is often not reliable for this purpose as it may overlook some elements. In addition, false positives are commonly produced by MGE analysis software. Always try generating a consensus from different software and refine the results by manual curation.
23. Last and most important: the results generated by this protocol are based on automated predictions. For high-quality results and downstream analysis, all predictions must be validated by manual, expert annotation through your preferred genome browser. Validated results can be exported to GView by editing the csv files generated by the MoGECE script. The final circular map can be exported as an svg figure for publication.
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Chapter 8

Comparative Metagenomics
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Abstract

Thanks in large part to newer, better, and cheaper DNA sequencing technologies, an enormous number of metagenomic sequence datasets have been and continue to be generated, covering a huge variety of environmental niches, including several different human body sites. Comparing these metagenomes and identifying their commonalities and differences is a challenging task, due not only to the large amounts of data, but also because there are several methodological considerations that need to be taken into account to ensure an appropriate and sound comparison between datasets. In this chapter, we describe current techniques aimed at comparing metagenomes generated by 16S ribosomal RNA and shotgun DNA sequencing, emphasizing methodological issues that arise in these comparative studies. We provide a detailed case study to illustrate some of these techniques using data from the Human Microbiome Project comparing the microbial communities from ten buccal mucosa samples with ten tongue dorsum samples in terms of alpha diversity, beta diversity, and their taxonomic and functional profiles.

Key words Microbiome, 16S rRNA, DNA shotgun, Comparative metagenomics, Metagenome

1 Introduction

The main biological topic of this chapter is the microbiome. Different and sometimes conflicting definitions of this term and the related terms microbiota and metagenome can be found in the literature. Following Whiteside et al. [1] we define microbiota as the set of microorganisms in a given environmental niche; metagenome as the genes and genomes of the microbiota, including plasmids; and microbiome as the set of genes and genomes of the microbiota, as well as the products of the microbiota and the host environment.

The study of microbiomes has gained considerable attention in the past few years [2–5] thanks in large part to newer, better, and cheaper DNA sequencing technologies [6], and to the technique of metagenomics [7]. Microbes are everywhere, but two contexts concentrate the bulk of research efforts: the human microbiome
[3, 8] and environmental microbiomes [9, 10], resulting in an enormous number of metagenomic sequence datasets and covering an unprecedented variety of environmental niches, including several different human body sites.

In this chapter, we define comparative metagenomics as the problem of computationally comparing different metagenomes from different samples to learn about their commonalities and differences. There must, however, be a rationale for comparing a given sample set. Some usual reasons include time-series samples (the environment is “the same” and samples are collected at different time points; the ultimate goal is understanding the dynamics of a given microbiota), disease versus healthy states (e.g., cancer tumor versus normal tissue) [11, 12], different diets [13], or different geographical locations. A good review comparing the human microbiome in health and disease is Pflughoeft & Versalovic [14]; and also Lloyd-Price et al. [15].

Given a sample set, the two basic questions that can be posed about their metagenomes are: (1) How do they differ in terms of their taxonomic profile? This includes both presence/absence of taxa as well as differences in relative abundance; and (2) How do they differ in terms of their functional potential? In the sections that follow we will present an overview of various techniques that can be used to help answer these and related questions.

2 Metagenomic Data

The term metagenomics usually implies two kinds of sequencing data. One is 16S ribosomal RNA (rRNA) amplicon data (in the case of prokaryotes) or 18S rRNA amplicon data (in the case of eukaryotes). The other is genome shotgun DNA, in which the entire genome of organisms living in the niche to be studied is fragmented and sequenced. From now on, without loss of generality, we will refer to these two types as 16S and shotgun. It should be noted that it is becoming more common to also sequence metatranscriptomic data (mRNA) [16] and metaproteomic data [17]. In this chapter we cover only metagenomic data.

Before we leave the topic of data, it is important to mention that metadata is an all-important aspect of microbiome studies. This includes all information about samples that is not molecular in nature. It may include geographic location, time and date when it was sampled, physical-chemical properties, individual characteristics of the sample donor, detailed disease aspects, and others [18]. Any microbiome project needs to pay special attention to metadata, without which it may be impossible to make biological sense of sequencing data, no matter how abundant.
3 Normalization

When conducting comparative metagenomic analyses researchers should keep in mind some factors that can significantly influence their results. For example, differences between sequence sampling depths (also known as library size) can affect both 16S and (to a lesser extent) shotgun derived data. For 16S-derived data, there are several normalization procedures aimed at decreasing this bias: total sum scaling (TSS), cumulative sum scaling (CSS), relative abundance and rarefaction, among others [19]. 16S copy number differs among bacteria and can also cause bias [20]. A number of methods and tools exist to deal with this bias; for example, CopyRighter [21], RDP classifier (new feature) [22], and the method of Kembel and colleagues [20]. A big caveat when dealing with shotgun metagenomic data, along with library size, is different genome sizes among prokaryotes. Tools such as MicrobeCensus [23] and GAAS [24] try to address this issue.

4 Comparative Analyses

Depending on the input data type (16S or shotgun), the number of samples (2, 3 or more groups with more than 1 sample/group), and other variables, there are a number of analyses that can be performed. When using public 16S data, researchers should be aware that data generated using different 16S primers, different variable regions, or different sequencing platforms [25] should not be compared, as differences in primer coverage rates, amplification biases, and sequencing error rates and patterns can interfere with these comparisons. For shotgun data, sequencing can produce nonuniform coverage (for example, less coverage of GC-rich regions), skewing representation of both genomes and genes [26]. Another caveat when dealing with comparative metagenomics is uneven coverage (or lack of representatives) of the natural phylogenetic diversity in reference databases [27]. Even in well-explored environments like the human gut, 43% of prokaryotic species abundance cannot be captured by current reference genome-based methods [28]. In other less studied environments such as soil and seawater, 90–98% of microbes have no sequenced genome at the species level [29].

4.1 Ecological Measures

In this section, we describe the comparative ecological measures alpha diversity, beta diversity, and microbial interaction/association networks. Such measures are typically evaluated in 16S-generated datasets, as data heterogeneity tends to have less impact.

Alpha diversity: It pertains to a single sample’s microbial community, with regard to its richness, evenness, and diversity. Richness
refers to the number of different species or units present in a community; evenness refers to variations in the abundance of species/units, and diversity takes into account both richness and evenness. Some diversity measures may give more weight to dominant members of the community, as is the case with the Simpson diversity index. The Shannon and Simpson diversity indexes are common ways to evaluate diversity within a given sample and have been implemented in tools such as Qiime [30], phyloseq [31], vegan [32], and DiversitySeq [33]. Once researchers have calculated these measures for each sample of their comparison groups, they can compare how these measures differ between them. For a more detailed description of the mathematical formulations, purposes, and properties of different diversity indices, we refer readers to Finotello et al. [33].

**Beta diversity.** It pertains to the variation in community structure among a set of sample units (variation) or change in community structure from one sampling unit to another along a spatial, temporal, or environmental gradient (turnover) [34]. Usually, researchers calculate distances between all pairs of samples based on how similar/dissimilar their microbial communities are, and then pairwise distance matrices are generated. For 16S-based analysis, this can be done using count data at a certain taxonomical level and distances such as Bray-Curtis or using phylogenetic trees and UniFrac [35] distances. For more detailed review on distance calculations and beta diversity fundamentals, we point readers to the review by Tuomisto [36]. For shotgun data, nucleotide distances can be calculated between different samples using tools such as MASH [37]. Researchers can then compare intra-group variabilities as well as differences in inter-group variabilities [38]. These distance matrices can also be used to analyze associations with categorical or numerical metadata, as well as with distance matrices created using only metadata (not a taxon table).

**Microbial association networks:** Microbial association networks for each of the comparison groups can also be generated; network properties such as topology, density, and clustering coefficients, among others, can be computed and compared. These networks can be created at the Operational Taxonomic Unit (OTU) level (which is more sensitive to OTU clustering algorithms and sequencing depth) or at the genus level. Examples of tools to create such networks include SparCC [39], Molecular Ecological Network Analysis Pipeline (MENAP) [40], Sparse InversE Covariance estimation for Ecological Association Inference (SPIEC-EASI) [41], and Local Similarity Analysis (LSA) [42]. A nice review of network association analysis techniques is given by Layeghfard et al. [43].

### 4.2 Abundance

**Differential Abundance:** Differences in microbial community structure can be determined between samples and/or groups. The absolute abundance of a taxon or gene in a community cannot be fully retrieved from metagenomic shotgun/16S sequencing
alone; however, relative abundances and copy numbers can capture comparative biological properties. Relative abundance may be sufficient to compare taxa or genes that vary by several orders of magnitude across communities, whereas copy number is more sensitive in detecting smaller ranges. This type of analysis can be conducted at different taxonomic levels, depending on the researcher’s preference and/or the nature of the data. For example, some datasets may have a small percentage of sequences classified at the genus level, therefore needing a higher taxonomical level (such as phylum) in order to compare community structure, taking into account larger (and therefore representative) fractions of the data. Differential abundance analysis works best when researchers have more than one sample in each comparison group, as most statistical methods require more than one sample per group. Examples of tools that conduct such analysis include LEfSe [44], Metagenome-Seq [45], and MetaStats [46]. Instead of analyzing relative or normalized abundances for each taxon, researchers may choose to compute the ratio of all possible taxa. For example, one could simply compute the \textit{Bacteroidetes}/\textit{Firmicutes} ratio for all samples and compare it between groups.

Differential abundance analysis can also be conducted on KEGG modules and pathways [47], allowing the determination of differences in the abundance of microbial pathways [48]. Researchers can also compare samples in terms of the presence or absence of gene functions of interest. Examples of tools include HUMAnN [49], MG-RAST [50], MUSiCC [51], and FMAP [52]. A hypothesis-driven approach is to identify and quantify specific protein sequences using ShortBRED [53], aiming to investigate differences in protein abundance between comparison groups. For a more in-depth review on how to accurately and quantitatively compare metagenomes in terms of their taxonomic and functional profiles, we refer readers to Nayfach and Pollard [26].

\textit{Presence/Absence}: Researchers seeking to reveal broader trends between communities can also analyze differences in microbial community membership. Such analysis has some technical caveats, which include differing sequencing/sampling depths of the comparison groups. One such caveat is attempting to correct zero values, which can fall into two categories: zeros that are a consequence of under-sampling (known as “rounded zeros”) and zeros that truly represent the absence of taxa (known as “essential” or “structural” zeros). Paulson et al. [45] present a statistical method for dealing with these two kinds of zero values.

An alternative to this analysis is computing the core microbiome, which can be defined as the set of microbes present in at least a predetermined percentage of samples. This type of analysis is helpful when researchers want to know what microbes are essential and contribute to the stability of the community; different
communities may have different key members. This analysis has been implemented in Qiime \cite{30} and MetagenomeSeq \cite{45}, among others. Researchers should bear in mind that differences in composition between core microbiomes do not necessarily imply differences in their overall functional profiles \cite{54}.

High-level phenotypes: Depending on the source material of the metagenomic data, researchers may choose to analyze differences in phenotypes between samples. This is normally done using taxonomic information derived from the data in order to calculate proportions of phenotypes such as Gram-negative, Gram-positive, aerobic, anaerobic, and biofilm-forming bacteria. Researchers should proceed with caution when opting to run this type of analysis because not all microbial communities may be represented in taxonomy databases for which phenotypic data are available. Generally, well-explored environments tend to have greater representativeness of such microbe information. Example tools for this analysis are BugBase (https://bugbase.cs.umn.edu or https://github.com/danknights/bugbase) and TRAITAR for shotgun data \cite{55}.

Community types: Also known as enterotypes, community types stratify samples based on the relative abundances of their microbes at a certain taxonomic level. Generally, this analysis is run at the genus level. This analysis is helpful when researchers want to know whether there are underlying subgroups or gradients between their samples that are independent of the predetermined comparison groups. Underlying community types may be associated with several community characteristics, such as diversity, predominance of certain genera, and dysbiosis. R packages available for enterotyping analysis include Dirichlet Multinomial Models (DMM) \cite{56} and Partitioning Around Medoids (PAM) \cite{57}.

Association with metadata: Researchers can also search for associations between microbes and numerical and categorical metadata associated with their samples. Because of the compositional nature of metagenomic datasets, certain precautions need to be taken due to spurious correlations. The tool MaAsLin (Multivariate Association with Linear Models) (https://bitbucket.org/biobakery/maaslin/) addresses this issue.

Feature subset selection: This analysis aims at discovering microbial taxa or genes that can accurately and reproducibly classify samples into two or more classes (comparison groups). These features can be found by computing differentially abundant groups and applying relevant statistical analysis tools. Example tools include FIZZY \cite{58} and Metagenomic prediction Analysis based on Machine Learning (metAML) \cite{59}.

### 4.3 Other Comparative Analyses

Researchers can compare microbial communities in terms of codon bias, as it can be used as a prediction tool for lifestyle-specific genes across the entire microbial community \cite{60}. For a more in-depth
review of this analysis and its implications, we refer readers to Quax et al. [61]. 16S-based analyses are often times hindered by limited taxonomic resolution; however, a high-resolution method termed oligotyping can overcome this limitation by evaluating individual nucleotide positions using Shannon entropy, identifying the most information-rich positions and defining oligotypes [62]. Such oligotypes can be used to investigate sub-OTU differences among different comparison groups [63, 63]. When dealing with poorly characterized microbiomes, researchers may have trouble completely determining the specific microbial species present. In light of this, Qin et al. [65] devised the generalized concept of a metagenomic linkage group (MLG), defined as “a group of genetic material in a metagenome that is probably physically linked as a unit rather than being independently distributed.” In other words, they are groups of genes that co-exist among different individual samples and have consistent abundance levels and taxonomic assignments.

4.4 Statistical Analysis

Metagenomic sequencing data are compositional in nature and are constrained to sum to a constant. The total absolute abundances of bacteria are not recoverable from raw sequence counts, but the proportions of each taxon are. This type of data is subject to what is known as the “closure problem,” which occurs when components necessarily compete to make the constant constraint sum [66]. This can cause great changes in the absolute abundance of one taxa that drives apparent changes in the abundances of other taxa, violating assumptions of sample independence, which can lead to bias and flawed inferences. Metagenomic sequence data also tends to be of high dimensionality (numerous categories), sparse (many zeros dominating all other values), under-determined (substantially fewer samples than taxa/variables), and with differing library sizes. Due to these characteristics, parametric statistical models may not be suitable. Nonparametric methods generally avoid variance estimates that can be skewed by sparse samples, however can lack power to perform inference on low-abundance taxa. In these cases, parametric methods can be a better choice, but researchers have to keep in mind the risk of data violating the assumptions of these models. For more information on compositional data analysis of the microbiome, we refer readers to the review by Tsilimigras and Fodor [67]. Researchers may opt for one or more of the statistical tests below:

**Parametric tests:** zero-inflated Gaussian (ZIG) mixture model [45] and DESeq negative binomial Wald test [68].

**Nonparametric tests:** Kruskall-Wallis, Wilcoxon Rank Sum Test, and Analysis of Composition of Microbiomes (ANCOM) [69].

We close these sections by mentioning two web platforms that provide many tools for comparative metagenomics: IMG/M [70] and MG-RAST [50]. Both accept user-provided inputs and run
sophisticated automated pipelines generating browsable results. In addition, users can run diverse comparative analyses using their own data and other public metagenomes available on each one of these sites.

5 Case Study Using Data from the Human Microbiome Project

In this section, we present results comparing microbial communities of 20 individuals obtained from the Human Microbiome Project (HMP). We downloaded 16S V3-V5 and shotgun preprocessed data from ten buccal mucosa (BM) and ten tongue dorsum (TD) samples using the HMP’s data access browser. All scripts used in this analysis are available at (http://github.com/andrewmaltezthomas/comparativemetagenomics/blob/master/index.rmd). All the analysis steps shown here assume data to have undergone preprocessing steps that are not in the scope of this chapter, and that the researcher is working with a taxon and/or function table for shotgun data and an OTU table and a OTU phylogenetic tree for 16S data.

5.1 Alpha Diversity

Create a mapping file: Software such as Qiime require a mapping file which contains all metadata pertinent to the analysis, including which sample belongs to which comparison group.

Filter the OTU table: OTU tables generated by 16S rRNA data are generally sparse, so in order to remove spurious OTUs formed during the OTU picking process, it is common practice to filter out OTUs with a minimum abundance threshold (in this analysis the minimum requirement was three reads) and found in a minimum number of samples (25% in the results presented here).

Find out the minimum number of sequences: This number is used to rarefy samples to the same depth and to perform rarefaction analysis. However, researchers may opt for a different normalization approach.

Perform rarefaction analysis: We performed sampling rarefaction using vegan’s specaccum() function and sequencing rarefaction using Qiime’s alpha_rarefaction.py. Sampling effort rarefaction analysis revealed that TD samples possessed, on average, a greater number of OTUs than BM samples. It also showed that the discovery of new OTUs when using ten samples per group tended to reach a plateau, where approximately 2000 distinct OTUs were found (Fig. 1a). Sequencing rarefaction analysis revealed that, again, TD samples had higher richness (seen by the number of distinct OTUs) than BM samples and that obtaining 1800 sequences was not enough to saturate the number of OTUs present in all the samples (Fig. 1b).

Perform multiple rarefactions at the same depth: Performing multiple rarefactions, as opposed to one, increases sensibility to
detect differences in alpha diversity between groups and improves confidence in the results.

**Calculate alpha diversity metrics on each of the rarefied tables.** This step is aimed at calculating different alpha diversity metrics such as richness, evenness (or equitability), and diversity on each table and obtaining their mean. We used Qiime’s `alpha_diversity.py` and `collate_alpha.py` scripts. When we evaluated alpha diversity between both groups, we saw increases in evenness, Shannon diversity, and richness in TD samples compared to BM samples; however, these increases were not statistically significant (Fig. 1c).

**Calculate the total number of genera:** From the MetaPhlAn [71] and/or MG-RAST taxon table, count the number of genera (with abundances above a certain threshold, i.e., >0) for each sample.

---

**Fig. 1 Alpha diversity in buccal mucosa and tongue dorsum samples seen by 16S rRNA sequencing.**

(a) **Sampling effort** for both groups. *Lines* represent the mean number of OTUs and error bars represent ± standard error. (b) **Sequencing effort** for both groups. *Lines* represent the mean number of OTUs and error bars represent ± standard error. (c) **Boxplots** showing different alpha diversity metrics evaluated by 16S data. *Vertical lines* represent the median for each group and *dotted lines* represent the interquartile ranges between the 25th and 75th percentiles.
Calculate the total number of genes: After gene prediction and gene annotation, researchers can parse the gff3 generated file and count the number of genes identified for each sample. Using shotgun data, we found significant increases in the total number of genera and genes among TD samples (Fig. 2a–b).

5.2 Beta Diversity

Calculate pairwise distances: The input is the OTU table containing the number of sequences observed in each OTU (rows) for each sample (columns) and a phylogenetic tree. The output is a symmetric distance matrix containing a dissimilarity value for each pairwise sample comparison (we used Bray-Curtis, Weighted UniFrac, and Unweighted UniFrac).

Compare pairwise distances: For each metric used in the previous step, a distance matrix is created which is used as input, along with a mapping file. Distances within all samples of a field category are compared (i.e., tongue dorsum vs buccal mucosa). When we analyzed differences in pairwise distances between both groups, we found that TD samples were significantly more similar amongst themselves both in terms of phylogenetic presence/absence (Unweighted UniFrac) and abundance (Weighted UniFrac), elucidating a phylogenetically more similar microbial community among these samples (Fig. 3a).

Ordination: Distance matrices can be read into R or generated using the vegan R package and used to create ordination plots using the plot_ord() function like in Fig. 3b.
Format the taxon table: Analysis using LEfSe requires researchers to format the MetaPhlAn generated taxon table in order to run the analysis. Using shotgun data, we investigated differences in genera abundance between both groups using the MetaPhlAn taxon table and LEfSe and found several taxa to be differentially abundant between both groups. We found significant increases of *Streptococcus*, *Gemella*, and *Propionibacterium* in BM samples, whereas *Veillonella* and *Prevotella* were more abundant in TD samples (Fig. 4). Genera enriched in TD samples were primarily part of the *Proteobacteria* phylum, whereas genera enriched in BM samples were primarily part of the *Firmicutes* phylum (Fig. 4—cladogram).

Filter KEGG modules and pathways: After analyzing samples using HUMAnN, researchers should filter KEGG modules and pathways to keep those that were found in at least a predetermined number of samples (in this case study we used all) and with a coverage threshold for both modules and pathways as well (0.7 used here). When we investigated differences in KEGG modules, we found 16 to be significantly more abundant among TD samples compared to BM samples (Fig. 5). Among these, five modules were

---

**Fig. 3** Beta diversity comparisons between buccal mucosa and tongue dorsum samples using different distance metrics. (a) Inter group pairwise distance comparison seen by Bray-Curtis, Unweighted UniFrac, and Weighted UniFrac. (b) Principal Coordinate Analysis (PCoA) using three different distance metrics.
Fig. 4 Differential abundance analysis between taxonomic profiles of buccal mucosa and tongue dorsum samples analyzed by linear discriminant analysis (LDA) coupled with effect size measurements (LEfSe) and projected by a cladogram.

Fig. 5 Differentially abundant KEGG modules in buccal mucosa and tongue dorsum samples analyzed by HUMAnN.
involved with transport systems and six with biosynthesis systems, accounting for more than half of the enriched modules. Readers should note that we discovered TD shotgun samples to have, on average, 1.4× more sequences than BM samples, a fact that we accounted for when conducting this analysis. However, we found no KEGG modules or pathways significantly more abundant in BM samples, most probably caused by this difference in sequencing depth.
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Abstract

Genome rearrangements are mutations that change the gene content of a genome or the arrangement of the genes on a genome. Several years of research on genome rearrangements have established different algorithmic approaches for solving some fundamental problems in comparative genomics based on gene order information. This review summarizes the literature on genome rearrangement analysis along two lines of research. The first line considers rearrangement models that are particularly well suited for a theoretical analysis. These models use rearrangement operations that cut chromosomes into fragments and then join the fragments into new chromosomes. The second line works with rearrangement models that reflect several biologically motivated constraints, e.g., the constraint that gene clusters have to be preserved. In this chapter, the border between algorithmically “easy” and “hard” rearrangement problems is sketched and a brief review is given on the available software tools for genome rearrangement analysis.

Key words Gene order analysis, Genome rearrangements, Cut and join, Gene cluster

1 Introduction

During evolution the gene content and also the arrangement of the genes within the genomes of species have been modified by various kinds of mutations. A genome consists of a set of chromosomes and each chromosome contains a set of genes. A chromosome represents a linear or circular string of DNA where the genes are located. Each gene of a chromosome has an orientation depending on which of the two strands of the DNA it is located. Mutations that change the arrangement of the genes on the chromosome are called rearrangement mutations (or rearrangements). Examples are inversions that reverse the order and orientation of a subsequence of genes on a chromosome and transpositions which move a subsequence of genes from one chromosome to another location on the same chromosome or to another chromosome. Other examples are fissions which split a chromosome into two chromosomes and fusions which merge two chromosomes to form a single
chromosome. In addition to such rearrangement mutations which do not change the gene content of a genome, and there exist also rearrangements that change the gene content of a genome. However, the latter type of rearrangements are not considered in this chapter.

Gene order analysis aims to explain the differences of the gene arrangement (and gene content) between the genomes of extant species and to reconstruct their phylogenetic evolution. The most common approach for gene order analysis is maximum parsimony. This approach tries to explain the differences within a set of genomes by the minimum possible number of changes. For example, one might ask for a shortest sequence of (allowed) rearrangement mutations that transforms one given genome into another given genome. This problem is called the sorting problem. The corresponding problem that asks only for the smallest number of such mutations is called distance problem. Such distance information between genomes of species can be used, e.g., to reconstruct the phylogenetic relationships between the species, e.g., [1].

The exploration of the combinatorial and computational problems that occur in gene order analysis started with the pioneering works of Sankoff and Blanchette [2] and Watterson et al. [3]. Early breakthroughs have been obtained with respect to the sorting problem where polynomial time algorithms have been developed for the problem of sorting with inversions [4] and for sorting with inversions plus fission and fusion [5]. However, many other related problems have been shown to be NP-hard which makes it unlikely that they can be solved optimally in polynomial time. Examples are the problem of sorting with inversions for unsigned genomes (i.e., the orientations of the genes are ignored) [6], the inversion median problem (i.e., the problem to find a parsimonious common ancestral gene order for more than two given gene orders) [7], and the problem of sorting by transpositions [8]. Hence, one focus of the research in gene order analysis is to develop heuristics and approximation algorithms. Examples of such algorithms are the frequently used MGR algorithm for solving the inversion median problem [9] and approximation algorithms for the sorting by transpositions problem [10].

This chapter gives an overview on the different gene rearrangement problems and reviews the corresponding literature. We also give a brief review of the available software tools and web services for rearrangement analysis (see, e.g., Table 1). The chapter is organized along two lines of research in gene order analysis.

The first line of research tries to find models of rearrangement mutations which are well suited for a theoretical analysis. These models are based on two operations: (1) to cut a chromosome into fragments and (2) to rejoin such fragments (into new chromosomes). The differences between the models are the number of cut points of an operation and the different ways how the fragments
can be rejoined. Thereby, most of the (classical) rearrangement operations are directly covered and a few others, e.g., transpositions, can be emulated by a combination of such cut and join operations. One focus is to sketch the border between easy problems, i.e., problems that are polynomial time solvable, and difficult problems, i.e., problems that are NP-hard.

The second line of research tries to identify biologically motivated constraints on the applicability of gene rearrangement mutations. One particular important type of constraints are conserved

Table 1
List of resources and web services which are thematically related; sorting problem (SP), distance problem (DP), median problem (MP), small parsimony problem (SPP), large parsimony problem (LPP), transpositions (TR), inverse transpositions (ITR), inversions (INV), double-cut and joins (DCJ), model including inversions, translocations, fusions, and fissions (HP), duplications and deletions (IND), block-interchanges (BI), restricted DCJ events (RDCJ), tandem-duplications (TP), duplications (D), weighted inversions (WINV)

<table>
<thead>
<tr>
<th>Resource</th>
<th>Reference</th>
<th>Features/note</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Web services</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CEGeD</td>
<td>[30, 31]</td>
<td>DP under INV, TR, and DCJ</td>
</tr>
<tr>
<td>CREx</td>
<td>[32, 33]</td>
<td>SP under INVp, TRp, and ITRp and TDRL</td>
</tr>
<tr>
<td>GEvolutionS</td>
<td>[34]</td>
<td>simulates scenarios under TR ∪ DCJ ∪ HP</td>
</tr>
<tr>
<td>GRIMMa</td>
<td>[35, 36]</td>
<td>SP under HP and INV</td>
</tr>
<tr>
<td>MGRa</td>
<td>[9, 37]</td>
<td>LPP under INV and HP</td>
</tr>
<tr>
<td>MGRA</td>
<td>[38, 39]</td>
<td>SPP and LPP under DCJ</td>
</tr>
<tr>
<td>MLGO</td>
<td>[40, 41]</td>
<td>SPP and LPP under DCJ ∪ IND</td>
</tr>
<tr>
<td>Roci</td>
<td>[42, 43]</td>
<td>SPP including INV ∪ TR ∪ ITR while preserving conserved intervals</td>
</tr>
<tr>
<td>SORT2</td>
<td>[44, 45]</td>
<td>SP under INV, BI, HP ∪ BI, and INV ∪ BI; infers phylogenetic trees based on distances</td>
</tr>
<tr>
<td>SBBIa</td>
<td>[46, 47]</td>
<td>SP under BI</td>
</tr>
<tr>
<td>UniNoGa</td>
<td>[48]</td>
<td>DP and SP under RDCJ, INV, TR, and HP</td>
</tr>
<tr>
<td><strong>Software for download</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>baobabLUNA</td>
<td>[49, 50]</td>
<td>DP and SP under INV; builds breakpoint graphs</td>
</tr>
<tr>
<td>dcjdist</td>
<td>[51, 52]</td>
<td>phylogenetic reconstruction under INV ∪ BI ∪ TD ∪ D</td>
</tr>
<tr>
<td>EMRAE</td>
<td>[53, 54]</td>
<td>LPP for synteny blocks under INV ∪ HP ∪ TR</td>
</tr>
<tr>
<td>GENESIS</td>
<td>[55, 56]</td>
<td>SP under WINV, WINV ∪ TR, WINV ∪ HP, and WINV ∪ HP ∪ TR</td>
</tr>
<tr>
<td>GRAPPA</td>
<td>[23, 57]</td>
<td>LPP under INV</td>
</tr>
<tr>
<td>GREDU</td>
<td>[58, 59]</td>
<td>DP under DCJ ∪ IND</td>
</tr>
<tr>
<td>Mauve</td>
<td>[60, 61]</td>
<td>multiple alignment tool; DP of synteny blocks under DCJ</td>
</tr>
<tr>
<td>median</td>
<td>[62, 63]a</td>
<td>MP under INV, TR, and WINV ∪ TR</td>
</tr>
<tr>
<td>minswrt</td>
<td>[62, 63]b</td>
<td>DP under WINV ∪ TR</td>
</tr>
<tr>
<td>MSoAR</td>
<td>[64, 65]</td>
<td>calculates orthologous genes of genomic sequences involving genome rearrangements (HP ∪ IND)</td>
</tr>
<tr>
<td>PATHGROUPS</td>
<td>[66, 67]</td>
<td>SPP under DCJ</td>
</tr>
<tr>
<td>phylo</td>
<td>[62, 63]b</td>
<td>phylogenetic reconstruction under WINV ∪ TR</td>
</tr>
<tr>
<td>revDis</td>
<td>[62, 63]b</td>
<td>DP under INV</td>
</tr>
<tr>
<td>weighteddb</td>
<td>[62, 63]b</td>
<td>branch and bound algorithm for DP under WINV ∪ TR</td>
</tr>
</tbody>
</table>

\[a\] Also available for download and local use
\[b\] And included references
gene clusters, i.e., subsets of the genes that are observed in close proximity on all given genomes. Such gene clusters might form due to functional constraints or evolutionary inertia. The idea is to consider such conserved gene clusters in the reconstructions, i.e., no genome rearrangement is allowed that breaks a gene cluster. Even if a rearrangement problem might become or remain NP-hard with such additional restrictions, e.g., the preserving inversion sorting problem [11], the search space becomes more structured such that many problem instances can be solved efficiently [12–14]. It is worth to mention that in addition to the preservation of gene clusters, other biologically motivated constraints have been introduced, e.g., positional constraints on gene adjacencies motivated on chromosome conformation information [15, 16].

This chapter is organized as follows. In the next Subheading 2 a formal background on gene arrangements and rearrangement mutations is given. In addition, the basic problems of gene order analysis are introduced. An overview on the literature on cut and join models of rearrangement mutations is presented in Subheading 3. An overview on gene order analysis with conserved gene clusters is given in Subheading 4. The chapter ends with a conclusion in Subheading 5.

2 Preliminaries

A formal background on gene arrangements, rearrangement mutations, and basic problems of gene order analysis is given in this section.

2.1 Gene Orders

A genome is a set of linear or circular DNA sequences which are called chromosomes. Genomes are called unicellular if they consist of only a single chromosome and multichromosomal otherwise. If all chromosomes of a genome are linear (resp. circular), then the genome is called linear (resp. circular) and mixed otherwise.

A gene is a unit of genetic information that encodes a specific function. It is assumed here that each gene has a unique identifier and that it can be identified whether a gene occurs in a genome or not. If a gene occurs in a genome, it can be located and it corresponds to an oriented sequence of DNA. In this chapter we consider only the case that genes within a genome do not intersect. If not stated otherwise, it is assumed that a gene occurs at most once in a genome. The set of genes of a genome $\alpha$ is denoted by $G(\alpha)$. A gene $g$ can be represented by its extremities: the tail $g^t$, and the head $g^h$, i.e., the 5’ and 3’ end of the gene. A linear (resp. circular) chromosome can be represented by the linear (resp. circular) sequence of the extremities of its genes.
Given a genome $\alpha$, an adjacency is an unordered pair $\{p, q\}$ of extremities $p$ and $q$, $p \neq q$, of genes of $\mathcal{G}(\alpha)$ that are adjacent on a chromosome of $\alpha$. The endpoints of linear chromosomes are called telomeres. A telomere is denoted by the pair $\{p, \circ\}$, where $p$ is the extremity that is closest to the telomere and therefore $p$ is not adjacent to the extremity of another gene. The set of all telomeres of a genome $\alpha$ is denoted by $\mathcal{T}(\alpha)$. The set of extremities $\mathcal{E}(\alpha)$ of a genome $\alpha$ consists of all extremities of the genes, i.e., $\mathcal{E}(\alpha) = \{g^h, g^t : g \in \mathcal{G}(\alpha)\}$. A genome $\alpha$ can be characterized by the set of adjacencies of its genes and its telomeres. In that case $\alpha$ denotes this set. Furthermore, $\mathcal{I}(\alpha)$ denoted the set of all adjacencies (without the telomeres) of a genome, i.e., $\mathcal{I}(\alpha) = \alpha \setminus \mathcal{T}(\alpha)$. Note that $\mathcal{I}(\alpha)$ uniquely determines the set of telomeres. For a set of genes $\mathcal{G}$, the set of all possible genomes is denoted by $\Xi(\mathcal{G})$ (or simply $\Xi$ if the context is clear).

A genome $\alpha$ can be represented by an undirected graph—the genome graph—which contains the extremities as vertices and an edge connects two vertices $x$ and $y$ if and only if either $\{x, y\}$ is a adjacency in $\alpha$ or $x$ and $y$ are head and tail of the same gene. Linear and circular chromosomes correspond to linear and circular connected components in the genome graph. Figure 1 illustrates an example of a genome graph.

An alternative representation of a genome $\alpha$ is a set of signed strings $S_\alpha$, where each string lists the genes of one chromosome as if read from one telomere to the other (or in the case of circular chromosomes starting from an arbitrary gene), see Fig. 1. If the head of a gene $x$ appears before its tail, the gene in the string gets a negative sign (represented by $-x$), otherwise a positive sign is assigned to the gene (a positive sign is omitted). The sign represents the (relative) strandedness of the genes. Note that both strings of the two reading directions of a linear chromosome and also all strings generated from different start points in circular chromosomes are considered to be equivalent. For unichromosomal genomes with $n$ genes this representation is equivalent to a signed permutation of length $n$. Such a permutation $\pi$ is denoted by

![Genome graph](image)
\[ \pi(1) \pi(2) \ldots \pi(n) \], where \( \pi(i) \) denotes the \( i \)-th element. The identity permutation \((1 2 \ldots n)\) is denoted by \( i \). For differentiation the string corresponding to a circular chromosome is enclosed between \((\))°. In the following the two representations of unichromosomal genomes are used interchangeably, where \( \pi \) and \( \sigma \) denote genomes as permutations, and \( \alpha \) and \( \beta \) denote genomes as sets of adjacencies and telomeres. The considered genomes are always assumed to consist of the same set of genes throughout this chapter.

Often in nature a subset of genes is found in close proximity in the genomes of many different species. Such a set of genes is called gene cluster \([17]\). A simple formal model for gene clusters are common intervals \([18]\). An interval \( I \) of a permutation \( \pi \) of length \( n \) is a subset of elements of \( \pi \) which form a consecutive segment, i.e., there exists a pair \((i, j)\), with \( 1 \leq i \leq j \leq n \), such that \( \{|\pi(x)| : i \leq x \leq j\} = I \). For a set of signed permutations \( \Pi \) a common interval is a subset of the elements of the permutations that is an interval in each permutation in \( \Pi \). Singleton sets \([i]\) with \( i \in [1 : n] \) as well as \([1, \ldots, n]\) are called trivial common intervals. The set of all common intervals of a set of permutations \( \Pi \) is denoted by \( C(\Pi) \). A set of permutations \( \Sigma \) is consistent with the common intervals of a set of permutations \( \Pi \) if \( C(\Pi) = C(\Pi \cup \Sigma) \).

### 2.2 Rearrangement Model

Different types of rearrangement mutations are of interest for rearrangement analysis. See Fig. 2 for a selection of such rearrangement mutations. The set of possible rearrangement mutations that is of interest is called a rearrangement model.

**Fig. 2** Rearrangement events visualized on the genome graph. (a) An inversion reverses the order of the genes between two cut points (a cut is indicated by a scissor, a join is indicated by a plaster) and inverts the orientation of the affected genes. (b) A block interchange swaps two intervals. If the two intervals are adjacent, i.e., the middle cut points coincide, it is a transposition. (c) A fission cuts out an interval and creates a circular chromosome. A fusion inverts this operation. (d) A translocation swaps the ends of two chromosomes.
Along the lines of [19] a **rearrangement model** $M$ is defined as a binary relation over the set of all possible genomes, i.e., $M \subseteq \mathbb{G} \times \mathbb{G}$. A pair of genomes $R = (\alpha, \alpha')$ is a **rearrangement event** in $M$ if and only if $R \in M$. The event $R$ can be considered as a rearrangement that transforms $\alpha$ into $\alpha'$, we write $\alpha' = \alpha \circ R$.

Given two genomes $\alpha$ and $\alpha'$ and a (rearrangement) model $M$, a **scenario** is a sequence $R_1, \ldots, R_k$ of rearrangement events in $M$ with $\alpha' = \alpha \circ R_1 \circ \ldots \circ R_k$. The set of all possible scenarios for two given genomes $\alpha$ and $\alpha'$ is denoted by $S_M(\alpha, \alpha')$. The most famous rearrangement model for unichromosomal genomes is the inversion—or reversal—model ($\text{INV}$). This model consists of all inversion operations and was studied first in [2, 3].

For each rearrangement model $M$ a corresponding preserving variant, denoted by $M^p$, can be defined as the set of rearrangement operations of $M$ which do not destroy any common interval of the two given gene orders in any of its intermediate gene orders. Formally, an event $\rho = (\pi, \pi')$ of a model $M$ is called preserving with respect to a set of permutations $\Pi$ if $C(\Pi) = C(\Pi \cup \{\pi, \pi\})$, i.e., $\pi$ as well as $\pi'$ are consistent with $\Pi$.

### 2.3 Genome Rearrangement Analysis

There exist several approaches to extract phylogenetic information from gene arrangement data, see [20] for a comprehensive overview. One example is the computation of rearrangement distances between genomes. Another example is the joint reconstruction of a phylogenetic tree for a set of genomes and the corresponding rearrangement events along its edges. In the following the central combinatorial problems that need to be solved for such approaches are formally defined.

Given a rearrangement model $M$ and two genomes $\alpha$ and $\alpha'$ the **distance problem** for $M$ is to find the minimum number $d_M(\alpha, \alpha')$ of events from $M$ to transform $\alpha$ into $\alpha'$. That is, $d_M(\alpha, \alpha') = \min_{S \in S_M(\alpha, \alpha')} |S|$. To find a corresponding reconstruction, i.e., a corresponding scenario that transforms one genome into the other is called the **sorting problem**. By relabeling the elements of $\alpha$ and $\alpha'$, we can always assume that $\alpha'$ is the identity permutation $\iota$. For a rearrangement model $M$ that includes events which involve a constant number of cuts it holds that for every $\alpha \in \mathbb{G}$ the set $\{(\alpha, \alpha') \in M : \alpha' \in \mathbb{G}\}$ has polynomial size. These are in particular all models involving a subset of the rearrangement operations that are shown in Fig. 2. For such models it holds that the sorting problem can be solved in polynomial time if a polynomial time algorithm solves the distance problem, e.g., [4, 19]. Due to the close connection between the sorting problem and the distance problem this chapter is focused on the distance problem. However, the sorting problem can sometimes be solved faster than by testing all possible rearrangement events, e.g., the sorting problem for the $\text{INV}$ model can be solved in sub-quadratic time [21]. It should be mentioned that the distance problem was studied for the first time...
in [2] for the case of the \( T \mathcal{N} \mathcal{V} \) model. In [4] a polynomial time algorithm for the sorting problem of signed permutations was given for the \( T \mathcal{N} \mathcal{V} \) model. Examples of software tools which can solve this problem are \texttt{SORT2}, \texttt{UniMoG}, and \texttt{baobabLUNA}. In addition, the software tool \texttt{revDis} can be used to solve the distance problem under \( T \mathcal{N} \mathcal{V} \). See Table 1 for a summary.

Two central problems of gene order analysis for more than two genomes are the small and the large parsimony problem for gene orders. The small parsimony problem for a rearrangement model \( M \) and a given binary tree \( T \), where every leaf is associated to a genome, asks for one ancestral genome \( \alpha_i \) for every inner vertex \( i \) of \( T \) such that the sum of the distances between the two genomes of an edge of the tree is minimized, i.e., \( \sum_{(u,v) \in E(T)} d_M(\alpha_u, \alpha_v) \) has to be minimized, where \( E(T) \) is the set of edges of \( T \). For the large parsimony problem (also known as multiple genome rearrangement problem) the tree itself is sought in addition to the ancestral genomes at its inner vertices. The small and the large parsimony problem for gene orders were both studied, e.g., in [22].

A special case of the parsimony problems for a rearrangement model \( M \) is the median problem which asks for a gene order \( \alpha \) that minimizes the sum of the distances to given genomes \( \alpha_1, \ldots, \alpha_k \), i.e., to find a \( \alpha \) with \( \min_{\alpha \in \mathcal{G}} \sum_{i=1}^{k} d_M(\alpha, \alpha_i) \). Mostly, the case of \( k = 3 \) is considered. The solution of this case is often used in algorithms for solving larger multiple genome rearrangement problems [9, 23, 24]. With a few notable exceptions [25–27] the small parsimony problem has been proven to be NP-hard for most rearrangement models. For example, the median problem with \( k = 3 \) is NP-hard for inversions [6] and for transpositions [28]. However, the software tools \texttt{median} and \texttt{GRAPPA} provide solver for both of these problems, see Table 1.

Genome rearrangement problems that are defined for preserving rearrangement models are called preserving genome rearrangement problems. For a discussion of further rearrangement models and problems, see [29]. In the following sections several basic algorithms for rearrangement models with and without the preserving property are studied.

### 3 Cut and Join Genome Rearrangement Models

This section reviews results for unconstrained rearrangement analysis, i.e., without additional constraints, e.g., to preserve gene cluster. The focus is on the so-called cut and/or join models. In particular, these are the single-cut or join model, the single-cut and join model, the double-cut and join model, and the multi-cut and join model. Since many of the results are based on particular graph structures these are introduced first in the following subheading.
3.1 Genome Rearrangement Graphs

The **breakpoint graph** for signed genomes is a key element of efficient algorithms for the calculation of the distance between genomes under the \( \text{INV} \) model [4]. For a source genome \( \alpha \) and a target genome \( \alpha' \) the breakpoint graph \( \text{BP}(\alpha, \alpha') = G(V, E_b \cup E_g) \) is defined as follows (see also Fig. 3). The vertices correspond to the extremities of the genes, i.e., \( V = \mathcal{E}(\alpha) \). **Black edges** connect adjacent extremities of the source genome, i.e., \( E_b = \alpha \) and **gray edges** connect adjacent extremities of the target genome, i.e., \( E_g = \alpha' \).

For linear genomes two auxiliary vertices are added that are assumed to be adjacent to the first, respectively, the last extremity of the two genomes. Since each vertex has degree two the breakpoint graph can be partitioned into cycles, each of them with alternating black and gray edges. If both genomes are equal the breakpoint graph consists of a partition into color-alternating cycles of length two. Such cycles are called **one-cycles**. An extension of the breakpoint graph for more than two genomes has been introduced in [7] to solve the median problem for \( \text{INV} \). The software tool **baobabLUNA** provides a function which builds the breakpoint graph for two given genomes, see Table 1.

The **adjacency graph** \( \text{AG}(\alpha, \alpha') \) is the line graph of the breakpoint graph of two genomes \( \alpha \) and \( \alpha' \) [31], see Fig. 4. Hence, the vertices of the adjacency graph are the adjacencies and telomeres of both genomes and edges connect two adjacencies if and only if they share one extremity, i.e., the edge multi-set is given by \( \{\{u, v\} : u \in \alpha, v \in \alpha', u \cap v \neq \emptyset\} \). As for the breakpoint graph, shared adjacencies form cycles of the length two. But in contrast to the breakpoint graph, these cycles consist of color alternating vertices instead of color alternating edges. Since this is only a cosmetic difference, both cycles of length two are referred to as one-cycles. The degree of a vertex is one if it is a telomere and two otherwise. Since the adjacency graph is bipartite every cycle has an even length. Hence, the adjacency graph consists of cycles, **even paths** which connect telomeres of the same genome, and **odd paths** which connect telomeres of different genomes. An even path which starts and ends at an adjacency that belongs to the same genome \( \alpha \) is called **\( \alpha \)-path**.

---

**Fig. 3** Breakpoint graph for the circular genomes \( S_{\alpha} = \{(–a b–c d\)} \) and \( S_{\alpha'} = \{ (a c–b), (d e) \} \). Adjacencies of \( \alpha \) (resp. \( \alpha' \)) are represented by black (resp. gray) edges. Note that the edges of \( \text{BP}(\alpha, \alpha') \) form a partition into alternating cycles and adjacencies that are common to both genomes form one-cycles.
The breakpoint graph and the adjacency graph can both be constructed in linear time and require linear space [31]. The adjacency graph has the potential advantage that the genes of the two genomes are separated whereas they are tangled in the breakpoint graph which complicates the interpretation [68].

3.2 Single-Cut or Join Model

The single-cut or join model SCOJ [25] includes two types of rearrangements (see Fig. 5a): A cut breaks an adjacency which creates two telomeres and a join forms a new adjacency by connecting two telomeres. Formally, a pair of genomes \((\alpha, \alpha')\) is in SCOJ if and only if there exist different extremities \(p\) and \(q\) such that either \(\alpha \cup \{\{p, \circ\}, \{\circ, q\}\} = \alpha' \cup \{p, q\}\) (cut) or \(\alpha \cup \{p, q\} = \alpha' \cup \{\{p, \circ\}, \{\circ, q\}\}\) (join) holds. The single-cut or join model is a simplistic approximation of genome rearrangement evolution since all genome rearrangements can be represented by compositions of cuts and joins. However, this model has the advantage to allow for an efficient solution of some core problems of genome rearrangement analysis as explained in the following. More realistic models are described in the next sections.

Fig. 4 (a) Adjacency graph for the circular genomes of Fig. 3. The adjacency graph contains three cycles. To visualize that \(AG(\alpha, \alpha')\) is the line graph of \(BP(\alpha, \alpha')\) gray (resp. black) vertices of \(AG(\alpha, \alpha')\) correspond to gray (resp. black) edges of \(BP(\alpha, \alpha')\) and the edges of \(AG(\alpha, \alpha')\) correspond to the vertices of \(BP(\alpha, \alpha')\). (b) Adjacency graph for mixed genomes \(S_\beta = \{(a, b, c), (d, e)\}\) and \(S_\beta' = \{(-b, -a), (-c, -d)\}\). \(AG(\beta, \beta')\) consists of one cycle, two odd paths, and two even paths.
3.2.1 Polynomial Time Solvable Problems

For the SCOJ model efficient algorithms are known for the distance problem, the sorting problem, the median problem, and the small parsimony problem [25].

Under SCOJ a parsimonious scenario for two genomes \(\alpha\) and \(\alpha'\) is obtained by cutting all adjacencies which are in \(\alpha\) but not in \(\alpha'\) and joining all extremities which are in \(\alpha'\) but not in \(\alpha\). Hence, \(d_{SCOJ}(\alpha, \alpha') = |I(\alpha) \Delta I(\alpha')|\), where \(\Delta\) denotes the symmetric difference, i.e., for two sets \(X\) and \(Y\) it holds \(X \Delta Y = (X \setminus Y) \cup (Y \setminus X)\).

This also solves the sorting problem under SCOJ in linear time. For details see [69]. The distance \(d_{SCOJ}(\alpha, \alpha')\) can also be interpreted in terms of the adjacency graph \(AG(\alpha, \alpha')\). It holds that \(d_{SCOJ}(\alpha, \alpha') = 2N - 2C_2 - P\), where \(N\) is the number of genes, \(C_2\) is the number of one-cycles, and \(P\) is the number of paths in \(AG(\alpha, \alpha')\). This is because \(|I(\alpha)| = N - t_\alpha/2\), where \(t_\alpha\) is the number of telomeres of \(\alpha\) (analogously this holds for \(\alpha'\)), \(|I(\alpha) \cap I(\alpha')| = C_2\) and the fact that a path always connects two telomeres.

The median problem under SCOJ can also be solved in linear time [25]. The corresponding algorithm includes each adjacency into the median if it is an adjacency in the majority of the given genomes. That is, for input genomes \(\alpha_1, \ldots, \alpha_k\) the median \(\alpha\) consists of the adjacencies \(\{p, q\} \in \bigcup_{i=1}^k I(\alpha_i)\) with \(|\{i \in [1 : k] : \{p, q\} \in I(\alpha_i)\}| \geq \frac{k}{2}\). Note that the median for SCOJ is unique for an odd number of genomes whereas for an even number of genomes the inclusion or exclusion of adjacencies that are present in half of the genomes gives a parsimonious solution. For example, for \(\alpha_1 = \left\{\{a^A, o\}, \{a^B, b^A\}, \{b^B, c^A\}, \{c^O, o\}\right\}\), \(\alpha_2 = \left\{\{c^A, o\}, \{c^B, a^A\}, \{a^B, b^B\}, \{c^B, o\}\right\}\), and \(\alpha_3 = \left\{\{a^A, o\}, \{a^B, c^A\}, \{b^B, c^O\}, \{b^A, o\}\right\}\) the median is \(I(\alpha) = \left\{\{a^A, b^B\}\right\}\). Since \(I(\alpha)\) is uniquely determined by \(I(\alpha)\), it follows that \(\alpha\) is exactly the set \(\left\{\{a^A, o\}, \{a^B, b^A\}, \{b^B, o\}, \{c^A, o\}, \{c^B, o\}\right\}\) with \(\sum_{i=1}^3 d_{SCOJ}(\alpha, \alpha_i) = 1 + 1 + 3 = 5\). For more details and variants of the problem, see [25].
The small parsimony problem can also be solved in polynomial time [25]. The idea is to encode the presence/absence of the adjacencies as binary characters. The ancestral adjacencies can be reconstructed with a variant of Fitch’s algorithm [70] which resolves conflicting adjacencies.

### 3.2.2 NP-Hard Problems

The large parsimony problem for SCOJ is NP-hard [25]. This result was proven by reduction from the NP-hard Steiner tree problem in \([1, 0]^N\) where binary characters are used to encode the presence or the absence of an adjacency [71].

Note that the SCOJ distance is effectively identical to the breakpoint distance [25], i.e., the number of adjacencies that are not common to both genomes. Hence, the polynomial time result for the breakpoint median problem for multichromosomal genomes [27] is consistent with the linear time result for the median problem under SCOJ. The breakpoint median problem is NP-hard for unichromosomal genomes [72].

### 3.3 Single-Cut and Join Model

The single-cut and join model [19], denoted by SCAJ, is an extension of the SCOJ model, i.e., SCAJ ⊇ SCOJ. Additionally to the cut and join operations of the SCOJ model, the SCAJ model allows for a cut-and-join operation which cuts an adjacency and connects two (potentially different) telomeres. A pair of genomes \((\alpha, \alpha')\) is an event in SCAJ if and only if \((\alpha, \alpha') \in \text{SCOJ}\) or there exist different extremities \(p, q, \) and \(r\) such that \(\alpha \cup \{p, r\}, \{q, o\} = \alpha' \cup \{p, q\}, \{r, o\}\) (cut-and-join).

The cut-and-join event realizes the following new rearrangement events (see Fig. 5b): (1) a linear chromosome can be transformed into a circular chromosome and a linear chromosome (fission), (2) a starting sequence (prefix) or an ending sequence (suffix) of a linear chromosome is either inverted (affix inversion) or joined to another linear chromosome, and (3) a circular chromosome can be cut and joined with a linear chromosome yielding a linear chromosome (fusion).

### 3.3.1 Polynomial Time Solvable Problems

The sorting problem and the distance problem under SCAJ can be solved in linear time [19]. The distance of two genomes \(\alpha\) and \(\alpha'\) under SCAJ can be computed by \(d_{\text{SCAJ}}(\alpha, \alpha') = N - I/2 - C_2 + C_{\geq 3}\), where \(N\) is the number of genes, \(C_2\) is the number of one-cycles, \(C_{\geq 3}\) is the number of cycles of length at least three, and \(I\) is the number of odd paths in the adjacency graph \(AG(\alpha, \alpha')\). The sorting algorithm as given in [19] is sketched in the following. For two genomes \(\alpha\) and \(\alpha'\) with \(\alpha \neq \alpha'\) it holds that \(AG(\alpha, \alpha')\) contains at least one path of length greater than one or a cycle of length greater than two (since otherwise both genomes would be equal). For each path and cycle one of the following events is used to reduce the distance between both genomes by one (see Fig. 6): (a) a one-cycle is detached from an \(\alpha\)-path of length
greater than two (cut-and-join), (b) an α-path of length two is replaced by a one-cycle (join), (c) an α₀-path is split into two odd paths (cut), or (d) a cycle of length greater than two is replaced by an even path (cut). The algorithm terminates after \(d_{SCAJ}(\alpha, \alpha')\) steps, because each of these operations reduces the distance by one. See [19] for a detailed analysis and a formal proof.

### 3.3.2 Open Problems

The complexity of other rearrangement problems and the distance problem where only linear chromosomes are allowed remain open.

### 3.4 Double-Cut and Join Model

The DCJ model acts on mixed genomes. This is the case, e.g., for genomes that contain plasmids in addition to the linear chromosomes [73–75] or in tumor genomes [76]. In the DCJ model an event cuts two adjacencies and forms two new adjacencies by joining four telomeres, see Fig. 7. More formally, a pair of genomes \((\alpha, \alpha')\) is an event in \(DCJ\) if and only if \((\alpha, \alpha') \in SCAJ\) or there exist \(p, q, r, s \in E(\alpha)\) such that \(\alpha \cup \{[p, s], [r, q]\} = \alpha' \cup \{[p, q], [r, s]\}\) (double-cut and join). Translocations, fusions, fissions, and inversions are represented directly in \(DCJ\). The operations block-interchange and transposition are included indirectly via two \(DCJ\) operations: the excision of a circular intermediate and the reinsertion at a different position. This can be implemented naturally by assigning a weight of two to block-interchanges and transpositions and a weight of one to translocations, fusions, fissions, and inversions [77]. The occurrence of such implicit transpositions, i.e., two
consecutive $\text{DCJ}$ rearrangements that are equivalent to a transposition, in parsimonious $\text{DCJ}$ scenarios was estimated to 17% of the rearrangement mutations for mammalian genomes [78].

### 3.4.1 Polynomial Time Solvable Problems

The distance problem under $\text{DCJ}$ can be computed in linear time using the breakpoint graph [77]. The $\text{DCJ}$ distance for two genomes $\alpha$, $\alpha'$ can be computed by $d_{\text{DCJ}}(\alpha, \alpha') = b - c$, where $b$ is the number of breakpoints and $c$ is the number of cycles in $\text{BP}(\alpha, \alpha')$. The web service CEGeD can be used to solve the distance problem under $\text{DCJ}$, see Table 1. In order to apply the breakpoint graph for multichromosomal genomes so called capping, i.e., the addition of auxiliary end elements, and the concatenation of linear chromosomes is needed [77].

By using the adjacency graph a linear time algorithm was presented which has the advantage that also multichromosomal genomes are covered naturally [31]. With respect to the adjacency graph the $\text{DCJ}$ distance is computed as $d_{\text{DCJ}}(\alpha, \alpha') = N - (C + I/2)$ for two genomes $\alpha$, $\alpha'$ with $N$ genes, where $C$ is the number of cycles and $I$ is the number of odd paths in $\text{AG}(\alpha, \alpha')$.

The equivalence of the two distance formulas follows from the following facts: (1) the number of breakpoints $b$ equals $N + t_\alpha/2 + E_\alpha = N + t_\alpha/2 + E_\alpha$, where $t_\alpha$ is the number of telomeres of a genome $\alpha$ and $E_\alpha$ is the number of $\alpha$-paths, (2) $t_\alpha/2 + t_\alpha/2 = I + E$ and $E = E_\alpha + E_\alpha'$, and (3) $c = C + I + E$. In the following a sketch of the proof of correctness of the $\text{DCJ}$ distance formulas is given, for details see [31]. An alternative derivation is presented in [79]. The adjacency graph of two equal genomes consists of one-cycles ($C_2$)—one such cycle for each adjacency—and odd paths of length one ($I_1$)—one such path for each telomere. Hence sorting is equivalent to choosing $\text{DCJ}$ events which increase the number of $C_2$ or $I_1$. Since a $\text{DCJ}$ operation can: (1) not modify the number of cycles and odd paths simultaneously, (2) increase the

![Fig. 7 Application of double-cut and join operation to adjacencies visualized on the genome graph. Note that the events of the submodel $\text{SCAJ}$ which are illustrated in Fig. 5 are also events of $\text{DCJ}$](image)
number of cycles at most by one, and (3) increase the number of odd paths at most by two it follows that \( d_{\text{DCJ}}(\alpha, \alpha') \geq N - (C + I/2) \) holds. The tightness of this bound was shown by giving a greedy algorithm that always attains the bound. In each step the greedy algorithm can apply one of the following two cases, see Fig. 8. Case 1: In the presence of the adjacencies \( \{p, q\} \in \alpha \) and \( \{o, p\}, \{q, r\} \in \alpha \) the DCJ event is \( (\alpha, \alpha' \setminus \{\{o, p\}, \{q, r\}\}) \cup \{\{p, q\}, \{o, r\}\}) \). This creates a new one-cycle and reduces the size of a path by two. Case 2: For telomeres \( \{p, \circ\}, \{q, \circ\} \in \alpha \) and an adjacency \( \{p, q\} \in \alpha \) the DCJ event is \( (\alpha, \alpha' \setminus \{p, q\}) \cup \{\{p, \circ\}, \{q, \circ\}\}) \). This replaces an even path of length two by two odd paths of length one. Observe that the second event uses only one cut.

In [31] a linearization of a circular genome is modeled by an additional cut of a vestigial adjacency \( \{\circ, \circ\} \) and two joins of the resulting telomeres to telomere adjacencies, see [68] for a detailed description.

**3.4.2 NP-Hard Problems**

Many experimental studies do not determine the strandedness of the genes [80]. In such cases genomes are commonly represented by unsigned permutations. This motivates the sorting problem for unsigned genomes (SUG) under DCJ which was studied for the first time in [80]. The NP-hardness of this problem for unichromosomal unsigned genomes was shown by a reduction from the NP-hard breakpoint graph decomposition (BGD) problem [81]. The BGD problem is to find a decomposition of a breakpoint graph into a maximum number of edge-disjoint alternating cycles. Note that in contrast to the case of signed genomes in the breakpoint graph for unsigned genomes each gene corresponds to a single vertex. An approximation algorithm for solving the SUG problem for multi-chromosomal mixed genomes was presented in [80]. The algorithm is based on a modification of the approximation algorithm of [82] for the BGD problem.

Recall that similar to DCJ also for INV the distance problem for signed genomes is polynomial time solvable [4] whereas it is NP-hard for unsigned genomes [6]. This suggests that the complexity of the distance problem for rearrangements that cut and join
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**Fig. 8** The two cases of the DCJ sorting algorithm [31] shown for the adjacency graph. (a) Case 1. (b) Case 2.
two adjacencies is rather dependent on the availability of gene strandedness information than on the set of allowed rearrangement events.

The median problem under \( DCJ \) was shown to be NP-hard by reduction of the BGD problem [27]. Note that also this result holds analogously for the \( INV \) model [7]. Since the median problem is NP-hard the small and the large parsimony problem are NP-hard too. For the median problem exact algorithms [24, 83] and also heuristics [84, 85] have been presented in the literature. Based on the heuristic median solver an algorithm for the small phylogeny problem has been developed in [84]. Examples of software tools which can be used to solve the small parsimony problem under \( DCJ \) are \textsc{mgra} and \textsc{pathgroups}, see Table 1.

### 3.4.3 Applications

In [19] the distance problems under \( SCAJ \) and \( DCJ \) have been calculated for 281 synteny blocks of the human-mouse comparison from [86] and for 1359 synteny blocks of the genomes of chimp, rhesus monkey, mouse, rat, and dog from [87] with respect to the human genome. The results show that the obtained distances under \( SCAJ \) are much larger than the distances under \( DCJ \). The authors stress that the goal of the \( SCAJ \) model is rather an indicator for evaluating results under the \( DCJ \) model than being a realistic evolutionary model. Based on their results, the authors suggest that single-cut operations are more important in the mouse-human evolution than in the chimp-human evolution. The pairwise \( DCJ \) distance between synteny blocks from genomes of \textit{Shigella boydii}, \textit{Shigella dysenteriae}, \textit{Shigella flexneri}, and \textit{Escherichia coli} have been calculated in [68]. The generation of the synteny blocks and the calculation of the \( DCJ \) distances have been made by \textsc{mauve}, see Table 1 for more information.

The algorithm for the small phylogeny problem which has been developed in [84] was used to analyze 13 chloroplast DNAs of genomes of \textit{Campanulaceae} and the mammalian dataset from [88] (including the presented phylogenetic tree) which consists of the genomes of human, rat, mouse, cat, dog, pig, and cow. The results show that the reconstructed ancestral genomes contain between 1 and 5 circular chromosomes that occur in immediate ancestors of the seven mammalian species. The total number of used \( DCJ \) operations is 486 and the total number of restricted \( DCJ \) operations, i.e., \( DCJ \) operations that do not produce any circular chromosomes, is 487. This result strengthens the conjecture that there is no biological evidence of circular chromosomes in the nuclear genomes of higher eukaryotes [89].

Many software tools are based on the \( DCJ \) model, see Table 1 for an overview. For instance, \textsc{gevolutionS} can be used to simulate evolutionary genome rearrangement scenarios and \textsc{mlgo} and \textsc{gredu} can be used for the case that the input genomes do not have the same gene content.
Rearrangement operations like inversions, fusions, fissions, and translocations can easily be modeled by cutting a genome at two positions before applying rejoin operations. However, rearrangement operations that create three breakpoints, i.e., transpositions and inverse transpositions, can be modeled only indirectly when at most two cuts are allowed, e.g., by using a pair of DCJ operations or three SCAJ operations. Therefore, a generalized rearrangement model has been suggested [90] which cuts a genome at \( k \in \mathbb{N} \) positions followed by rejoining the resulting fragments into new order. The resulting model is called multi-cut and join model (MCJ) and for a specific \( k \) we refer to it as \( k \)-cut and join model (KCJ).

Formally, a pair of genomes \((\alpha, \alpha_0)\) is an event in KCJ if and only if \( (\alpha, \alpha_0) \in (K - 1)CJ \) or there exists a set of \( k \) adjacencies \( K \) such that \( \alpha_0 \equiv X \), where \( X \) is a subset of \( x, y, f \) : \( x, y \in E(K), x \neq y \) \cup \{p, o\} : \{p \} \in E(K)\} \) such that \( E(X) \cup \{p : \{p, o\} \in T(K)\} = E(K) \cup \{p : \{p, o\} \in T(K)\} \), \( |X| = k \), \( X \cap K = \emptyset \), \( 1CJ = SCAJ \), and \( 2CJ = DCJ \). Note that for all \( i \in [1: k - 1] \) this definition implies that a \((K - i)CJ\) event is a particular event of \( KCJ \) which can be understood as a \( k \)-cut and join event which leaves exactly \( i \) of the \( k \) adjacencies unchanged.

### 3.5.1 Polynomial Time Solvable Problems

The distance problem under \( KCJ \) can be solved in polynomial time by computing \( d_{KCJ}(\alpha, \alpha') = \left\lfloor \frac{(N - C_2(\alpha, \alpha'))}{(k - 1)} \right\rfloor \) for genomes \( \alpha \) and \( \alpha' \), where \( k \geq 2 \) is the number of cuts and \( C_2(\alpha, \alpha') \) is the size of the maximum partition of the cycles in \( BP(\alpha, \alpha') \) where the total number of black edges in each subset of cycles is equal to \( 1 \mod (k - 1) \) [90]. For instance, \( C_2(\alpha, \alpha') \) equals the number of cycles in \( BP(\alpha, \alpha') \) (since for any number \( \ell \) of cycles \( \ell \equiv 1 \mod 1 \)) and \( C_3(\alpha, \alpha') \) gives the number of odd cycles in \( BP(\alpha, \alpha') \). Hence for \( k = 2 \), the formula equals the DCJ distance formula presented in [77]. Further, two algorithms for computing the distance formula between two genomes—a dynamic programming algorithm which is practical for small values of \( k \) and a linear time algorithm with exponential (in \( k \)) time preliminary computations—were presented in [90].

### 3.5.2 Open Problems

The distance problem under \( KCJ \) for linear multichromosomal genomes was studied in [91] resulting in lower bounds for the rearrangement distance. To the best of our knowledge no additional polynomial time algorithms have been published for the median problem and the small/large parsimony problem.
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1 In [90] these rearrangements are called multi-break rearrangements.
Preserving Genome Rearrangement Models

This section discusses the sorting problem, the median problem, and the small parsimony problem under $\mathcal{INV}^p$. Some results for related preserving rearrangement models are discussed at the end of the section.

The sorting problem under $\mathcal{INV}^p$ has been introduced in [11] with the objective to produce biologically more relevant results. Unfortunately, the sorting problem under $\mathcal{INV}^p$ is NP-hard [11]. But, it is fixed-parameter tractable [92] and there exist linear run time algorithms for many relevant instances [12, 93], and algorithms with a polynomial average run time [92]. Algorithms for the median problem and the small parsimony problem under $\mathcal{INV}^p$ that have a polynomial run time for many relevant data sets have been proposed in [94, 95], see Subheading 4.2.

4.1 Strong Interval Tree

The strong interval tree (SIT)\(^2\) is the central data structure for efficient preserving rearrangement analysis. The main reason is that the SIT can be computed in linear time and represents the common intervals (which can be quadratic in number) in linear space [12].

Let $\Pi$ be a set of $k$ genomes that are represented by signed permutations and $\lambda$ be a consistent reference permutation (typically $\lambda \in \Pi$). A common interval $I \in C(\Pi)$ is strong if every other common interval in $C(\Pi)$ is either included in $I$ or it includes $I$. By definition the strong intervals of $\Pi$ form a hierarchy which is captured by the strong interval tree (SIT). The SIT of $\Pi$ with respect to $\lambda$, denoted by $T^\lambda(\Pi)$, is an ordered tree where each vertex represents a strong common interval of $\Pi$ and the edges represent the minimum inclusion relation. The order of the children of a vertex in the SIT are without loss of generality given by their order in the reference permutation $\lambda$. For every inner vertex $I$ of a SIT with children $I_1, \ldots, I_l$ that are ordered according to the reference permutation $\lambda$ the quotient permutation associated with $I$ for $\pi \in \Pi$ is the permutation $\pi^I$ which satisfies that $\pi^I(i)$ precedes $\pi^I(j)$ if and only if $I_i$ is to left of $I_j$ for $i \neq j$. A quotient permutation is called linear increasing if it is equal to 1, linear decreasing if it is 1(1\(-1\)\ldots), and prime otherwise. A vertex $I$ of a SIT is called linear if all $k$ quotient permutations are either linear increasing or linear decreasing. Otherwise it is called prime. It holds that a vertex of a SIT is linear if and only if every union of consecutive children is a common interval, whereas for a prime vertex only the union of all children is a common interval [12].

A so-called $k$-sign $\{\pm 1, \mp 1\}^k$ is assigned to the vertices to represent the orientation of linear quotient permutations and the
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2 Note that strong interval trees are similar to PQ-trees [96].
orientation of the elements in the case of leaf vertices. For a vertex \( I \) the \( i \)-th element of a \( k \)-sign, denoted by \( s(i) \), is determined based on the following rules: (1) A leaf \( I \) has \( s(i) = +1 \) if the corresponding element has the same sign in \( \pi \) as in \( \lambda \) and \( s(i) = -1 \) otherwise. (2) A linear inner vertex \( I \) has \( s(i) = +1 \) if \( \pi(I) \) is the identity permutation and \( -1 \) otherwise. (3) A prime vertex with linear parent inherits the \( k \)-sign of the parent. A SIT is unambiguous if every prime vertex has a linear parent and ambiguous otherwise. SITs without prime vertices are called definite. In the signed quotient permutation each element is assigned the sign of the corresponding child node, i.e., \( \pi(\lambda(j)) \) is assigned the \( i \)-th component of the \( k \)-sign of the \( j \)-th child. For a linear vertex \( I \) of the SIT a sign \( s(I) \) contains the same information as the quotient permutation \( \pi(\lambda) \), i.e., there is a bijective relation between signs of linear vertices of definite SITs and consistent permutations. Note that these rules uniquely determine the signs of every vertex of unambiguous and definite SITs, but the signs of a prime root vertex and prime vertices with prime parent in ambiguous trees are not determined. An example illustrating a SIT for a set of permutations is shown in Fig. 9.

4.2 Algorithms for the Preserving Inversion Model

Algorithms for the sorting problem under \( \text{INV}^p \) for signed unichromosomal linear genomes and a partition of the set of problem instances into instances that can be solved in linear time, polynomial time, or exponential time have been presented in [12]. More precisely, problem instances with a definite SIT can be solved in
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**Fig. 9** (a) Strong common interval tree of \( II = \{(1 \ldots 7), (\ldots 1 \ldots 7), (6 \ldots 5 \ldots 4 \ldots 3 \ldots 2 \ldots 1)\} \) where the trivial common intervals, \( \{5, 6\} \), and \( \{1, 2, 3, 4\} \) are the strong common intervals of \( II \). Prime vertices and linear vertices are represented by ellipses and rectangles, respectively. The root vertex and vertex \( \{1, 2, 3, 4\} \) are prime and vertex \( \{5, 6\} \) is linear increasing with respect to \( \{1 \ldots 7\} \). (b) Definite SIT \( T'(\Sigma) \) for \( \Sigma = \{(7 \ldots 2 \ldots 1 \ldots 3 \ldots 4, i)\} \). Note that every vertex is linear since every union of consecutive children of each vertex is a common interval of \( \Sigma \). The signs of the vertices are shown at the top of the rectangles. The signs with respect to \( i \) are omitted since it is \( + \) for all vertices. Vertex \( \{2, 1\} \) is linear decreasing since its quotient permutation is \( (2 \ 1) \) and the quotient permutation \( (1 \ 2 \ 3 \ 4) \) of vertex \( \{2, 1, 3, 4\} \) implies that it is linear increasing. A scenario sorting \( \pi_1 = (7 \ldots 2 \ldots 1 \ldots 3 \ldots 4) \) to \( (\ldots 6 \ldots 5 \ldots 4 \ldots 3 \ldots 2 \ldots 1) \) is obtained by applying inversions \( \{7, 6, 5\} \), \( \{4\} \), \( \{3\} \), \( \{1\} \), \( \{1, 2\} \), and \( \{1, 2, 3, 4\} \) to \( \pi_1 \). Recall that \( i \) and \( (\ldots 6 \ldots 5 \ldots 4 \ldots 3 \ldots 2 \ldots 1) \) are considered to be equal.
linear time, those with an unambiguous SIT can be solved in sub-quadratic time, and instances with an ambiguous SIT have a worst case exponential run time.

In the following we will identify inversions by the interval that they reverse. Consider a signed permutation $\pi$ that is to be transformed into $\iota$. Note that arbitrary pairs of signed permutations can be reduced to this case by renaming the elements of the permutations. Let $T'(\Pi)$ be the strong interval tree of $\Pi = \{\pi, \iota\}$. Instead of the 2-sign at each prime vertex with linear parent and each linear vertex a 1-sign (or just sign for short) is stored at the vertices. The sign is equal to the 2-sign component that corresponds to $\pi$. This is because the sign of the target permutation $\iota$ is $+$ for all vertices with a sign. Therefore, we can call a vertex linear increasing (resp. decreasing) if the quotient permutation is linear increasing (resp. decreasing).

The key for solving the sorting problem under $\mathcal{INV}$ is that an inversion is preserving if and only if it is a vertex of the SIT or a union of children of a prime vertex [12]. Thus, linear vertices can only be reversed as a whole whereas the children of prime vertices can be freely rearranged. With respect to the SIT the problem of sorting by preserving inversions is to apply rearrangements such that all quotient permutations are transformed into the identity permutation, i.e., the vertices become linear increasing. Hence, if a vertex $I$ of $T'(\pi)$ has a different sign than its parent vertex, it holds that the inversion defined by $I$ is always part of any optimal sorting scenario [12] (Lemma 2), i.e., the inversions that correspond to vertices with a sign different to the one of their parent define a parsimonious scenario [12] (Theorem 2). This can easily be implemented to run in linear time, see Fig. 9b for an example. Since the inversions in parsimonious preserving scenarios for a problem instance with a definite strong interval tree commute the set of all parsimonious scenarios can be obtained easily.

For a problem instance with unambiguous SIT a method to transform the signed quotient permutation of prime vertices into the identity permutation is needed. Since the children of a prime vertex can be freely rearranged a solution is to reconstruct an unconstrained parsimonious inversion scenario for the signed quotient permutation. That is, for every prime vertex $I$ a parsimonious scenario from $\pi_I^\lambda$ to $\iota$ is computed if $I$ has a positive sign. If it has a negative sign a scenario from $\pi_I^\lambda$ to $(-n \ldots -1)$ is computed. Applying the corresponding inversions to $\pi$ results in a definite SIT which can be processed as explained beforehand. The run time of the algorithm for unambiguous SITs is dominated by solving the sorting problem for prime vertices which is done by the algorithm presented in [97]. The algorithm from [97] solves the sorting problem under $\mathcal{INV}$ for signed permutations in sub-quadratic run time $O(n\sqrt{n\log(n)})$. An example for sorting an unambiguous SIT under $\mathcal{INV}$ is given in Fig. 10a.
For ambiguous SITs the signs of prime vertices with prime parent are unknown, see Fig. 10b. By trying every combination of sign assignments and applying the algorithm for unambiguous SITs an exact solution can be obtained. An improvement is possible by applying dynamic programming separately for every component of connected prime vertices. Assume that \( u \in \mathcal{U} \) unsigned prime vertices exist, in this case the described algorithm for ambiguous SITs (which uses the algorithm from [97]) has an exponential run time of \( O(2^n n^{\sqrt{n \log(n)}}) \) in the worst case.

In the following the algorithm of [94] for the small parsimony problem under \( \mathcal{N} \) for sets of genomes with a definite SIT is presented. The algorithm runs in polynomial time. The basis of the approach is an extension of the results of [98] which was first used in an approach for solving the preserving inversion median problem [95]. The idea of the algorithm is to extract binary characters from the SIT which are then processed by Fitch’s algorithm [70] for maximum parsimony. Figure 11 illustrates the algorithm which is described below.

Again, the foundation of the algorithm is the insight that an inversion is preserving with respect to a set of permutations \( \Pi \) if and only if it is either a vertex of \( T(\Pi) \) or a union of consecutive child vertices of a prime vertex. This result from [94] is a generalization of a result of [12]. Hence, for a linear vertex preserving inversions can only change its order. Therefore, for each linear vertex it needs to be determined in which of the permutations it has to be inverted or not. For a set of permutations \( \Pi = \{\pi_1, \ldots, \pi_k\} \) the Parity Lemma [12] and its reformulation for SITs with \( k \)-signs [94] states that a vertex \( I \) has to be inverted in permutation \( \pi_i \) in a parsimonious preserving scenario if and only if its sign \( s_I(i) \) differs from the
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**Fig. 10 (a)** Unambiguous SIT \( T'(\Pi) \) for \( \Pi = \{\pi = (2\ 4\ 1\ 3\ 7\ 6\ 5), i\} \). Vertex \( \{2\ 4\ 1\ 3\} \) is prime since its quotient permutation is \( (2\ 4\ 1\ 3) \). Its parent vertex is linear increasing which results in an unambiguous SIT. A parsimonious scenario sorting \( (2\ 4\ 1\ 3) \) to \( i \) is given by the inversions \( \{1, 3, 4\}, \{2, 3\}, \{3\} \), and \( \{1, 2, 3\} \). Applying the scenario to \( \pi \) yields \( \pi' = (1\ 2\ 3\ 4\ 7\ 6\ 5) \) which has a definite SIT \( T'(\pi', i) \). For \( \pi' \) the inversion \( \{5, 6, 7\} \) is a parsimonious scenario. Both scenarios together are a parsimonious scenario for the unambiguous SIT \( T'(\Pi) \).  

(b) Example of an ambiguous SIT. Here, the signs of prime vertices of \( T'((3\ 1\ 5\ 7\ 4\ 6\ 2), i) \) are not uniquely determined. A parsimonious scenario is obtained by a negative sign for the root vertex and a positive sign for its child prime vertex.
signs of its parent vertex $J$. Hence, the essential information is the difference of the $k$-signs of the vertices and their respective parents. To capture these differences every vertex of the SIT $T^\lambda(\Pi)$ is assigned to a binary character representing the information on the equality or inequality of its $k$-signs and the $k$-signs of its parent. Formally, consider a non-root vertex $I$ and its parent vertex $J$ of $T^\lambda(\Pi)$ with $k$-signs $s_I$ and $s_J$. The binary character state assignment of $I$ is a $k$-tuple $c_I$ such that $c_I(i) = s_I(i) \cdot s_J(i)$ for $i \in [1: k]$. The character state assignment for the root vertex is defined by comparing its $k$-sign with $\{+1\}^k$. Note that a character state assignment for every vertex of $T^\lambda(\Pi)$ uniquely determines $\Pi$ since $\pi_i$ is determined by multiplying $c_I(i)$ and parents sign $s_I(i)$ from top to bottom. Hence, each assignment of character states to the nodes of the SIT uniquely determines a consistent permutation, see Fig. 11a for an example.

Due to the bijective relation between consistent permutations, character state assignments, and preserving inversions, the small parsimony problem for a set of permutations $\Pi$ with definite SIT and phylogenetic tree $T$ can be solved exactly and efficiently by solving the small parsimony problem for the character states for

**Fig. 11** (a) SIT $T'(\Pi)$ with $k$-signs for $\pi_1 = i$, $\pi_2 = (6-7 3-2-1 4 5)$, $\pi_3 = (6-7-5 4-3-2-1)$, $\pi_4 = (-7-6-1-2 3-5 4)$, and $\pi_5 = (6-7-5 4-1-2 3)$. The character state of a vertex is placed on the edge to its parent. Character state assignments of vertex $\{1\}$ is $(++-)$ because the $k$-signs of vertex $\{1\}$ and vertex $\{1, 2, 3\}$ are equal in the first three positions and unequal in positions four and five. SIT $T'(\Pi)$ shows five unique, nontrivial characters which are denoted by $c_1, \ldots, c_5$. The permutation $\pi_2$ is uniquely determined by character states and $k$-signs since the signs of all vertices in pre-order are $-1, +1, -1, -1, +1, +1, +1, +1, +1, +1, -1$. (b) Optimal solution of the small parsimony problem under $\text{INV}^p$ which is obtained by Fitch’s algorithm [70] for $T$ and nontrivial, unique characters $c_1, \ldots, c_5$. Ancestral permutations $\alpha_1 = (6-7-5 4-3-2-1)$ and $\alpha_2 = (6-7-5 4-3 2 1)$ are determined by preserving inversions represented on the edges. Root permutation $\alpha_1$ is constructed from $\pi_3$ by reverting element $\{4\}$. This information is obtained since the character state assignment of both vertices differs only in one sign of $c_5$ which corresponds to vertex $\{4\}$ in the SIT.
the vertices of $T^\lambda(\Pi)$. Consider a set of permutations $\Pi$ with a definite SIT $T^\lambda(\Pi)$, the character state assignments of its vertices, and a given tree $T$. Solving the small parsimony problem for $T$ and the binary characters defined for the vertices yields a reconstruction of ancestral character states of $T$. Given the ancestral character states of a vertex of $T$, the signs for the vertices of the SIT and the corresponding permutations are constructed by the following procedure. Starting with the identity permutation all strong common intervals need to be inverted for which the sign differs from the one of its parent. See Fig. 11b for an example. This algorithm runs in $O(kn)$ time for a set $\Pi$ of $k$ permutations of length $n$ if $T^\lambda(\Pi)$ is definite. Because of the one-to-one relation between the characters defined by the SIT and parsimonious inversions the large parsimony problem for binary characters under $\mathcal{I}N\mathcal{N}^p$ is $NP$-hard as well—even for sets of permutations with definite SIT [94].

In [95] an exact algorithm—called $\text{TCIP}$—for the median problem under $\mathcal{I}N\mathcal{N}^p$ was presented. $\text{TCIP}$ uses the bijective relations between consistent permutations, character state assignments, and preserving inversions which yields a linear run time for definite SITs. For ambiguous SITs different unconstrained versions of the median problem have to be solved for the quotient permutations of prime vertices considering different $k$-sign assignments which significantly increases the run time of $\text{TCIP}$. However, it has been shown empirically that median problems of random gene orders as well as organellar gene orders often have a definite SIT and then $\text{TCIP}$ has a good performance.

4.2.1 Application

In [94] the small phylogeny problem has been analyzed under $\mathcal{I}N\mathcal{N}^p$ for 4 unique $\gamma$-Proteobacteria gene orders from [99] and for a set of Burkholderia gene orders. Pairwise scenarios under $\mathcal{I}N\mathcal{N}^p$ between 16 synteny blocks of the X Chromosome of the human, mouse, and rat genomes from [100] have been constructed in [12]. The results show that the SIT for the rat and mouse comparison is definite and that a parsimonious preserving scenario contains 11 inversion. The comparison between human and rat (resp. mouse) shows an unambiguous SIT which results into a preserving scenario with 13 inversions (resp. 12 inversions).

4.3 Related Preserving Problems

Phylogenetic reconstructions should consider all relevant rearrangement operations. Mitochondrial gene orders, for instance, evolve by inversions, (inverse) transpositions, and tandem-duplication-random-loss (TDRL) events (i.e., a tandem duplication of a continuous sequence of genes followed by the loss of one copy of each duplicated gene [101]). In particular TDRLs are important rearrangement events in mitochondrial genomes [102–104]. The algorithm $\text{CREx}$ which solves the preserving sorting problem heuristically under these four rearrangement operations has been
The basic principle of CREx is the detection of patterns in the SIT that determine corresponding rearrangement events: (1) An inversion corresponds to a vertex with a different sign as its parent, (2) a transposition is represented by a vertex that has two children and its sign differs from the one of its children and its parent, (3) an inverse transposition corresponds to a vertex whose sign is different to its parents signs and the signs of all but the first (or last) children, and (4) a TDRL corresponds to a prime vertex whose quotient permutation has only positive or only negative elements. CREx uses a step wise approach which identifies (inverse) transposition patterns and inversion patterns in linear vertices of SITs. In the second step prime vertices are heuristically solved by combining TDRL and inversion events. For a detailed description of CREx, the reader is referred to [13].

The sorting problem under $\text{DCJ}_p$ was studied in [98, 105]. In this study a version of the preserving property was applied which allows to cut out circular intermediates consisting of a subset of common intervals. Polynomial time algorithms for multichromosomal mixed genomes with SIT consisting of prime vertices and linear vertices with two children only, e.g., ambiguous SITs, were given. The sorting problem under $\text{DCJ}_p$ turns out to be $\text{NP}$-hard for definite and unambiguous SITs [98]. The problem is already difficult for linear vertices with three children, because it is impossible to decide for a parsimonious sorting direction. However, Bérard et al. presented a fixed parameter polynomial time algorithm which uses a specific pattern of common intervals as a parameter to solve the sorting problem for definite SITs [98]. The average-time complexity of their algorithm is still open. Interestingly, the results of [98] for the sorting problem imply the first case where the models $\text{INV}_p$ and $\text{DCJ}_p$ differ in complexity.

4.3.1 Application
CREx has been used in [106] to study the phylogeny of 185 Metazoan mitochondrial gene orders. In particular, the gene orders of Arthropod species and the Chordata species have been studied. A comprehensive analysis of the results is given in [13]. Furthermore, CREx has been used in several publications for the analysis of mitochondrial gene orders. A recent example is [107], where the mitochondrial genome of Aglaiogyrodactylus forficulatus was compared with the genomes of other monogenoidean flatworm species.

5 Conclusion
In this chapter we have given an overview on genome rearrangement analysis. The focus was on the following two approaches. The first approach is the development of models for rearrangement mutations that are well suited for a theoretical analysis. In particular, models that use the two operations cut, i.e., to split a
chromosome into fragments, and join, i.e., to merge fragments of chromosomes to new chromosomes. The second approach is to identify biologically motivated constraints on the applicability of gene rearrangement mutations. In particular, constraints that model conserved gene clusters have been considered. Several open problems for genome rearrangement analysis have been mentioned.
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Chapter 10

Whole Genome Duplication in Plants: Implications for Evolutionary Analysis

David Sankoff and Chunfang Zheng

Abstract

The recurrent cycle of whole genome duplication (WGD) followed by massive duplicate gene loss (fractionation) differentiates plant evolutionary history from that of most other phylogenetic domains, where WGD has occurred relatively rarely, even on an evolutionary time scale. We discuss the mechanism of WGD and its biological consequences. We survey the prevalence of WGD in the flowering plants. We outline some of the major kinds of combinatorial optimization problems arising in computational biology for analyzing WGD. Fractionation and its consequences are the subject of mathematical modeling questions and further combinatorial algorithms. A strong connection is made between WGD in phylogenetic context and the theory of gene trees and species trees. We illustrate the analysis of WGD with studies involving a large number of sequenced plant genomes, including grape, the crucifers and other rosids, the asterid tomato, the eudicot *Nelumbo nucifera* and pineapple, a monocot.

Key words Angiosperm, Genome halving, Genome aliquoting, Fractionation, Rearrangement, Consolidation, Phylogeny, Gene trees, Core eudicots, *Nelumbo*, Pineapple, Tomato, Brassica

1 Introduction

In nature, the genomes of most eukaryote species are diploid, in that the cell nucleus contains a single maternal and a single paternal copy of each chromosome. Polyploidization arises as an accident, or series of accidents, of meiosis, whereby a viable zygote emerges containing two or more intact genomes, called subgenomes, in a single nucleus. The subgenomes in an *allopolyploid* must be highly compatible, similar enough to allow coherent cellular function to proceed, but should be sufficiently different so that subsequent meioses proceed without mistaken alignment of maternal and paternal chromosomes from different subgenomes (*homoeologous chromosomes*). The two or more subgenomes in an *autopolyploid* are identical, at least in initial generations, containing two (or more) copies of maternal and paternal chromosomes. Meiosis in this case is risky due to the potential alignment not of pairs of
parental chromosomes, but of three or four chromosomes at a
time, setting up a high probability of failure of segregation and of
the production of functional gametes.

Despite the accidental nature of either an allo- or autopolyploidy
event, and the great likelihood that, if one occurs, it will not lead to a
population of fertile and hardy descendants, it is nevertheless known
to have occurred in certain species, especially plant species, where the
sheer number of seeds that can be produced compensates for the low
probability of successful individual polyploidization occurrences.
Indeed, many plant species remain polyploids over long periods of
time, with double, triple, etc. the number of chromosomes as the
ancestral diploid, and maintaining the separation between home-
ologous sets of chromosomes during meiosis. Some polyploids can
coexist with diploid forms of the same species in the same or neigh-
boring populations, and great variability in ploidy characterizes
certain plants. Human activity has resulted in the induction or
maintenance of polyploidy in some species because of the desirable
agricultural or horticultural properties they may have.

On the evolutionary timescale polyploids may transition back to
diploidy. The initially identical or nearly identical DNA sequences of
pairs or triplets of genes on homeologous chromosomes diverge by
random mutation and selection, while non-coding sequences may
diverge even faster. The two, three or more copies may diverge in
function (neofunctionalization or subfunctionalization) or some
copies (but not all) may be lost completely through pseudogeniza-
tion or excision. This loss process, called fractionation, affects all
subgenomes though generally one retains more genes than the
other(s), a tendency known as subgenome dominance. A slower
process, genome rearrangement, results in fusions of chromosomes
from the same or different subgenomes and transfer of large chro-
mosomal fragments from one chromosome to another, irrespective
of the subgenome identity of the donor or receiving chromosome.
It becomes meaningless to say that such-and-such a chromosome
belongs to one subgenome rather than the other, and the only trace
of the polyploidization is the presence of a small set of duplicate gene
pairs with the same degree of divergence, suggesting an early event
creating many duplicate pairs. We say the genome has rediploidized
or simply diploidized.

For historical reasons, the term Whole Genome Duplication
(WGD) is generally applied in the context of studying an extant
species that is thought to have originated in polyploidization fol-
lowed by rediploidization. Though cumbersome as a term, it is not
less preferable than the tongue-twisting coinage paleopolyploid.
WGD is sometimes used to refer to a true (not rediploidized)
polyploid or to refer to ancient triplications and higher order
polyploidization.

In this chapter, we first discuss the prevalence of WGD in
the angiosperms, the flowering plants, in Subheading 2.
This establishes the great importance of analyzing WGD in any chromosome-level study of genome evolution.

Next, we review a number of theoretical topics inspired by WGD. These are mostly, but not exclusively, framed in terms of the theory of genome rearrangements, and deal with evolution on the level of karyotypes and gene order on chromosomes, rather than DNA sequences or proteins. One problem is that of genome halving (Subheading 3), the problem of reconstructing the gene order on the chromosomes of an ancient tetraploid (two subgenomes), based on an extant genome containing the same pairs of genes, but scattered in any order and orientation on some set of chromosomes. The solution to this is outlined in Subheading 3.1. The potential of non-uniqueness of genome halving solutions prompted the guided halving approach, which we sketch briefly in Subheading 3.2. For higher order polyploids—hexaploid, octaploid, etc.—genome halving becomes genome aliquoting and this non-trivial extension to halving is described in Subheading 3.3.

In the next section, we propose some models and inference questions involving whole genome duplication and fractionation. In Subheading 4.2 we set up a purely mathematical question about the statistical properties of alternating “visible” and “invisible” line segments, inspired by the deletion of chromosomal fragments by fractionation. In Subheading 4.3, we address the problem of recovering some of the gene order information lost during fractionation, in trying to answer questions about genome rearrangement.

Subheading 5 introduces the notion of “event trees.” The idea is to use the distribution of similarities among duplicated gene pairs as they are generated by speciation and WGD to reconstruct phylogenies.

In Subheading 6, we survey empirical treatments of various flowering plants. Since real genomes are far more complex than the models assumed by the combinatorial algorithms presently available, analyses of plant genomes tend to be more robust but less generalizable and less ambitious in their goals.

2 Prevalence of WGD in the Angiosperms

The hypothesis that a given species has been subject to a whole genome duplication event during its evolution is based on the discovery of numerous pairs of syntenic regions on two different chromosomes (or regions of a single chromosome) within the same genome, covering a high proportion of the genome. Such evidence for WGD events has shown up across the whole eukaryote spectrum, from the protist Paramecium [1] to brewer’s yeast [2], all flowering plant lineages [3], several insects [4, 5], early vertebrates [6], fish [7, 8], and amphibians [9]. In mammals, reports of WGD
in the octodontids [10] remain controversial [11], pending genome sequencing [12]. The widespread distribution of WGD in the flowering plants is illustrated in Fig. 1. Indeed two instances of WGD occurred in the plant lineage leading up to the angiosperms, one just before the emergence of these flowering plants, and an earlier one pre-dating all the seed plants [13]. The first angiosperms sequenced all showed evidence of WGD events: the Arabidopsis thaliana genome [14–16], the rice genome [17, 18], and the poplar [19]. The fourth sequenced plant, the grapevine [20], revealed a whole genome triplication, called “γ,” that engendered a far-reaching radiation of the “core eudicots” that includes over 150,000 extant species. Moreover, the rice genome turns out to share three WGD events in its ancestry in common with the other cereals [21], the earliest of which, the “τ” event, is also ancestral to most other monocots, some 60,000 in number.

In fact, as illustrated in Fig. 1, WGD events occur scattered across the entire angiosperm phylogeny. Though the earliest branching flowering plant, Amborella trichopoda [22], escaped any subsequent WGD, all the sequenced monocots, and both of the sequenced basal eudicots, have at least one WGD since

![Fig. 1 Distribution of WGD events across the angiosperm phylogeny. Open dots represent triplication events (hexaploidization). The α, γ, ρ, σ, and τ events mentioned in the text are labelled](image-url)
branching off from the other angiosperms, while all sequenced genomes within the core eudicot asterid clade, except coffee, also have at least one WGD. The rosid clade contains many genomes with no WGD since $\gamma$, but each of these is also closely related to genomes that have experienced one, two, three, or more since that event. The selection of genomes in Fig. 1 is not a random choice, but was deliberately configured to reflect the intermingling of lineages with and without WGD.

3 Genome Halving and Related Problems

3.1 The Halving Problem

The Genome Halving problem asks, given a genome $T$ with two copies of each gene, distributed in any manner among the chromosomes, to find the ancestral "perfectly duplicated" genome, written $A \oplus A$, consisting of two identical halves, i.e., two identical sets of chromosomes with one copy of each gene in each half, such that the rearrangement distance $d(T, A \oplus A)$ between $T$ and $A \oplus A$ is minimal. Note that part of this problem is to find a labelling as “1” or “2” of the two genes in a pair of copies of $T$, so that all $n$ copies labelled “1” are in one half of $A \oplus A$ and all those labelled “2” are in the other half. The genome $A$ represents the ancestral genome at the moment immediately preceding the WGD event giving rise to $A \oplus A$.

For reversal and translocation distance, a linear-time solution was discovered in 1999 [23]. For reversal distance, these results have been reformulated [24] using an alternative representation of the breakpoint graph. There are also versions for DCJ [25, 26] and for breakpoint distance [27].

Generalizations of the algorithms to doubled genomes with missing gene copies have also been developed [28, 29].

A harder problem is to find the distance between a tetraploid with no rearrangements and an arbitrarily rearranged genome with the same doubled set of genes—the Double Distance problem [27].

3.2 Guided Halving

A problem with genome halving is that there are usually many, very different, perfectly duplicated genomes $A \oplus A$ leading to a minimum distance with $T$. For biological purposes it would be preferable to be able to use some additional, or external, information to choose amongst these solutions. Thus the Guided Genome Halving problem [29–31] asks, given a genome $T$, as well as another genome $R$ containing only one copy of each of the $n$ genes (a non-duplicated outgroup), find $A$ so that $d(T, A \oplus A) + d(A, R)$ is minimal. The solution $A$ need not be a solution to the original halving problem. The reversals and translocations version and the DCJ version of this problem are NP-hard [27].
Guided halving using the heuristic pathgroups approach [32] extends naturally to gene order reconstruction in phylogenies containing WGD events [33].

### 3.3 Aliquoting

The *Genome Aliquoting* problem [34] is the problem of finding a genome with one copy of every gene given a genome with exactly $k$ copies of every gene, where $k \geq 3$, such that the distance between the given and resulting genomes is minimized according to some distance metric. More precisely, given a genome $T$ with $k$ copies of each gene, distributed in any manner among the chromosomes, we wish to find the ancestral “perfectly $k$-tupled” genome, written $A \oplus \cdots A$, consisting of $k$ identical disjoint parts, i.e., “$k$” identical sets of chromosomes with one copy of each gene in each part, such that the rearrangement distance $d(T, A \oplus \cdots A)$ between $T$ and $A \oplus \cdots A$ is minimal. Note that part of this problem is to find a labelling as “1”, “2”, ..., “$k$” of the $k$ genes in the $k$ copies of $T$, so that all $n$ gene copies labelled “1” are in one part of $A \oplus \cdots A$, all those labelled “2” are in another part, and so on. The genome $A$ represents the ancestral genome at the moment immediately preceding the polyploidization event giving rise to $A \oplus \cdots A$. If we allow $k = 2$, this becomes the Genome Halving problem.

The *breakpoint distance* version of Genome Aliquoting has a polynomial time algorithm, while it remains an open problem whether or not a polynomial time algorithm for the case of DCJ distance exists.

### 4 Modeling Fractionation

#### 4.1 The Fractionation Process

The repeated alternation of WGD and periods of fractionation in the flowering plants necessitates the excision of excess non-coding DNA [35, 36], including genes that have been inactivated by pseudogenization or other processes. Fractionation, the process following WGD, whereby one of the genes in most duplicate pairs is lost, in a random or partly random manner, is thus the focus in this section. This process may cause more gene order disruption than classical chromosomal rearrangements such as reversal or reciprocal translocation, as illustrated in Fig. 2. In genomics, this process was hypothesized by Wolfe and Shields, who discovered the ancient tetraploidization of *Saccharomyces cerevisiae* [2], and further studied through the comparison of the *S. cerevisiae* gene order with that of related diploid yeasts [37, 38].

In general, fractionation inflates the apparent number of reciprocal translocations, greatly seriously exaggerating the overall amount of chromosomal rearrangement that has taken place in two sister genomes, one of which has undergone a WGD, as illustrated in Fig. 3.
Fig. 2 Fractionation leading to different adjacencies in WGD descendant and unaffected genome. All the adjacencies in the WGD descendant are not found in the ancestor and are caused by fractionation. The adjacencies between 6 and 1 and between 3 and 7 in the unaffected genome are caused by three reversal rearrangements, but because of the fractionation in the WGD descendant the rearrangement distance (DCJ) between the two descendant is actually seven—a combination of reversals, fission, fusions, and translocations. Ignoring fractionation would thus lead to the inference of more than twice as many rearrangements as actually occurred to account for the different sets of adjacencies in the two genomes.

Fig. 3 The effect of fractionations in terms of extra adjacencies (a proxy for rearrangement distances) in both genomes of length \( n \). For each fixed level of rearrangement \( r \), the number of extra adjacencies (over the \( n + 2r \) expected) increases dramatically as the number of genes deleted during fractionation increases. Original number of genes \( n = 24,000 \).
4.2 A Model for Fractionation

The process of fractionation gives rise to an interesting mathematical model. Though not very realistic, it nevertheless captures important biological aspects of fractionation. Mathematically, it gives rise to a simple, but previously unexplored way of generating alternating black and white segments as continuous analogs of runs of 1s and 0s.

We model the fractionation process in terms of a number of successive sweeps, at times \( t = 1, 2, \ldots \), of a point process with parameter \( \nu \) on the positive reals, representing one copy of the WGD genome. At the origin, \( t = 0 \), we say that all points of this genome are “visible.” A deletion event, rendering a segment of exponentially (mean \( \mu \)) distributed length “invisible,” occurs at each point determined by the point process. Though our description will be in terms of the three parameters, only \( \mu, \nu \) and \( t \) are meaningful for purposes of inference.

The second copy of the genome remains undisturbed throughout and retains a 1-to-1, length preserving, correspondence with the fractionating copy, without regard to any disruption caused by invisibility. This biologically inspired property is what makes the model more than just a curiosity. The origins of the construction lie in more realistic discrete models, whose mathematical development is still incomplete [39–42]. Still more realistic are “two-sided” models [43], which allow deletion to affect either of the two duplicate genomes. This is more difficult because the exponential deletion process sometimes has to be truncated to avoid two-sided invisibility, a biologically undesirable situation.

During the first sweep, illustrated at the top of Fig. 4 at time (or step) \( t = 1 \), the first deletion point \( x_1 \) is determined by sampling from the exponential distribution

\[
\rho(x) = \frac{1}{\nu} e^{-\frac{x}{\nu}}, \quad x \geq 0,
\]

with mean \( \nu \). Then a deletion length \( a_1 \) is chosen from another exponential distribution

\[
\gamma(a) = \frac{1}{\mu} e^{-\frac{a}{\mu}}, \quad a \geq 0,
\]

with mean \( \mu \). The segment \((x_1, x_1 + a_1)\) is “deleted,” or is designated as invisible. The next deletion point \( x_2 \) is chosen by sampling from the first exponential distribution (mean \( \nu \)), so that \( x_2 = x_2 + x_1 + a_1 \). Then the length \( a_2 \) of the second deleted segment is determined by sampling from \( \gamma \) again. The process continues in this way to find \( x_3, a_3, \ldots \). Concatenating only those segments that are still visible, we see that \( x_1, x_2, \ldots \) are points determined by a point process with parameter \( \nu \). Associated with each of these points \( x \) is an “event counter” \( C(x) \). Initially, each \( C(x) = 1 \). We define a function \( \pi_i(i) \), \( i = 1, \ldots \) measuring the proportion of event
counters registering $i$ events at time $t \geq 1$. Thus $\pi_1(1) = 1$ and $\pi_1(j) = 0$, for all $j > 1$.

At times $t = 1, 2, \ldots$, the second, third, \ldots sweeps begin, all independent of the first sweep and each other, and each applied to the concatenated visible segments only. We sample $x_1(t)$ and $a_1(t)$ in the same way as $x_1$ and $a_1$ according to $\nu$ and $\mu$, respectively, to determine a deletion interval $[x_1(t), x_1(t) + a_1(t)]$.

If the interval $[x_1(t), x_1(t) + a_1(t)]$ contains no previously defined deletion point, a new event counter at $C(x_1(t))$ is set at 1. If $[x_1(t), x_1(t) + a_1(t)]$ already contains $j > 1$ deletion points $z_1, \ldots, z_j$, the event counter at $C(x_1(t))$ is set at $1 + \sum_{i=1}^j C(z_i)$. The $j$ deletion points $z_1, \ldots, z_j$ become invisible, along with the rest of the segment $[x_1(t), x_1(t) + a_1(t)]$ that contains them.

We find the next deletion point by sampling $x_2(t)$ from $\nu$, and setting $x_2(t) = x_1(t) + a_1(t) + x_2(t)$. We continue the $t$ sweep, adding visible deletion points and making others invisible. Some deletion points from the earlier sweep will remain unchanged, i.e. are still visible. The $x_1(t)$ by themselves define a point process with parameter $\nu$ on the concatenated visible segments. But the $x_1(t)$ and the additional deletion points remaining from the earlier sweep define a process with mean $\lambda_t$, a parameter that decreases with $t$, as the undeleted segments are interrupted by more and more deletions. This parameter is important as it is directly inferable from the observed genome at time $t$.

Extensive simulations reveal $\lambda_t$ to follow an exponential distribution, while the total accumulated lengths of invisible segments at
time \( t \) follows a more general Gamma distribution \([44]\). Analytical results are available on \( C(t) \), but this does not correspond to anything observable in the genome; nothing distinguishes an invisible segment generated by five deletion events from one generated by ten.

At each sweep, more and more of the genome becomes invisible. Since each concatenation of visible segments still extends to the positive reals, we cannot observe directly how much the genome has been reduced in absolute terms. But thanks to the length-preserving isomorphism between the second copy of the genome and the fractionating one, for any large finite interval we can observe the proportion of the genome that is left by time \( t \). Since this should be of form similar to \( (1 + \frac{\xi}{\nu})^{-t} \), involving quotients of exponentials, standard formal inference processes may be unavailable, but whether there is enough information in the statistics of \( \lambda \) and of the parameters of the Gamma distribution to allow some inference about \( \frac{\xi}{\nu} \) and \( t \) is an open question.

### 4.3 The Consolidation Problem

As mentioned in Subheading 4.1, fractionation inflates the apparent amount of chromosomal rearrangement that has actually taken place in two sister genomes one of which has undergone a WGD. Here we discuss how to computationally detect, characterize, and correct for this impediment to the study of evolution \([45, 46]\).

The method is based on the identification and isolation of “fractionation intervals,” regions in both the WGD descendant and its unaffected sister genome that may have been rearranged internally, but have (so far) been unaffected by rearrangements exchanging genes from within the interval and genes external to the interval. This is followed by a procedure for the consolidation of the two fractionated regions in the WGD descendant that correspond to a single region in the unaffected genome. These are then represented by a single “virtual” gene, identical in the unaffected genome and in two copies in the WGD descendant, removing the cause of excess rearrangement in the comparison of the two genomes. Figure 5 shows how this completely corrects for effect of fractionation in inflating the rearrangement estimates (cf. Fig. 3).

The running time of the latest version of the algorithm \([46]\) is asymptotically linear in the genome size. It can handle whole genome triplication (ancient hexaploidy) and higher multiplicity events.

### 5 Species Trees and Events Trees

The investigation of gene trees and species trees furnishes a genuinely genomic perspective on evolution insofar as it requires a complete inventory of the paralogs of the orthologously related
genes in the species under study. However, gene trees and species trees are each based on a tiny portion of the genome.

In the context of WGD in flowering plants, we can take the gene-tree/species tree approach to another level, to a more comprehensive kind of genomic data than the usual one-gene-at-a-time focus. Specifically, we can study the set of $\binom{N}{2} + N$ gene similarity distributions within and across $N$ species where WGD has affected one or more of these species. This typically involves many thousands of genes in finding a single “events tree,” rather than finding a compromise among thousands of single-gene gene trees.

Though there are statistically more elaborate ways of identifying the distributions [47], we can nonetheless proceed with our gene-tree approach by simply identifying local modes or “peaks” in all the $\binom{N}{2} + N$ similarity distributions, and translating these into phylogenetically related paralogous and orthologous entities. We have developed a rapid algorithm to resolve these in the case of ideal instances where no data are missing and all data are mutually compatible [48].

There are two principles underlying our method for reconstructing the species tree and the events tree from a perfect set (i.e., no events are undetected in any distribution where they “should” be visible) of inter- and intra-genome comparisons:

- each intra-genome distribution of similarities only has peaks due to all the WGD in its direct lineage, and

---

**Fig. 5** Solid lines: Apparent amount of rearrangements after application of consolidation algorithm and taking into account adjacencies within fractionation regions. Dashed lines: Before algorithm
each inter-genome distribution contains only one peak due to speciation, i.e., at the date of the most recent common ancestor of the two species, as well as all the peaks due to the WGDs in common to the two species, i.e., WGDs pre-dating the speciation event.

The first principle may be seen as a special case of the second, considering that there are zero speciation events separating a genome from itself.

Assuming that we can infer the age of an event simply by identifying one or more “peaks” of the similarity distribution it engenders, without recourse to other estimation procedures, foregoes any attempt to pick out events only visible as “shoulders” of other events on the similarity distribution. It also makes it potentially difficult to test whether peaks in different comparisons result from the same or different event. In practice these two problems can be circumvented. This may be seen in the detailed application of these principles illustrated in Subheading 6.5 below. And it opens up the problem of how to extend the formal method to data less than perfect, which our algorithm currently requires.

6 A Survey of Some WGD Events

Among the techniques used to detect and characterize WGD events in practice are syntenic dot plots, distributions of gene duplicate similarities (including all-position similarities, $K_s$, and 4dTv [49, 50]) and aliquoting based on frequent paralogy between subgenomes but not within subgenomes. We illustrate these general approaches to a number of flowering plant genomes.

6.1 Core Eudicots

The core eudicots are all descendants of an ancestral hexaploidization approximately 125 Mya, leading within a few million years to a remarkably diverse radiation into many orders, most of which are grouped into the rosid and asterid subclasses. Among the sequenced core eudicot genomes that have been published, the grapevine *Vitis vinifera* [20], a rosid, is perhaps the most conservative, from the viewpoints both of sequence mutation rates and gross chromosomal structure. From the latter, the original hexaploid structure can be inferred to have involved the tripling of seven chromosomes, the grapevine conserving most of this with a handful of chromosomal fusions and fissions reducing the 21 ancestral chromosomes to 19. Figure 6 shows the results of applying a “practical aliquoting” algorithm to grapevine genome paralogy data [51].

Syntenic dot-plots (omitted here) for the self-comparison of both grapevine and of cacao clearly show a pattern of pairwise homologies falling largely into 21 groups according to the
chromosomal location of the two homologs [20, 52]. This is also true to a lesser extent for peach and is even more obscured in strawberry and other more highly rearranged genomes.

Turning to the detection of WGD through duplicate gene similarity distributions, Fig. 7 shows how intra-genome duplicate
similarities are distributed in seven rosids in a parallel way all showing strong evidence of the triplication. All of the genomes show a clear peak at 70 ± 3% sequence similarity. In addition, poplar showed a larger peak at 91%, reflecting the more recent WGD it underwent as indicated in Fig. 1.

6.2 Nelumbo

*Nelumbo nucifera* is of great interest because it is the only sequenced and published [53] eudicot that branched off from the core eudicots before the $\gamma$ triplication. There was some question of whether the $\gamma$ event was really two events, since geneticists do not usually observe hexaploidization as a single step. It was thought that perhaps the first step, a tetraploidization, occurred before the divergence from *Nelumbo* and the second step, a combination of the doubled genome with a closely related diploid, soon after. To investigate this possibility, we carried out a “practical halving” of *Nelumbo*, a special case of practical aliquoting [54]. In comparing the two subgenomes thus discovered with each other and with the three subgenomes of grape (see Fig. 8), we could discard the possibility that there was any WGD before the speciation giving rise to the two genomes.

Both grape and *Nelumbo* have rather conservative genomes, so that it is relatively easy to pair chromosomal regions in *Nelumbo* and to match triple of regions in grape. This gives rise to a reconstruction of the ancestral form of each before $\gamma$ and before the *Nelumbo* WGD. This is depicted in Fig. 9, which suggests elements of a common eudicot ancestor.

6.3 Tomato

The publication of the tomato genome [55] included the first evidence and affirmation of a triplication in the Solanaceae lineage. The data and analysis presented, however, was difficult to decipher as proof that the entire ancestral genome had been triplicated. We used an aliquoting algorithm to confirm this in tomato and in the genus *Capsicum* [51, 56].

In Fig. 10, we have colored each set of tripled regions red, blue, and green according to which contained the largest, second largest, and smallest number of genes. The differential between the red regions and the others is far too great to be attributed to multinomial sampling with equal probabilities, and is reminiscent of the situation of other flowering plant WGD descendants [57], where subgenome dominance survives despite rearrangements breaking up and reassembling the chromosomes irrespective of their WGD origins. Thus the red regions in Fig. 10 would all or mostly originate in the same subgenome at the time of hexaploidization. The dominant subgenome, early in this process, by means of regulatory and epigenetic mechanisms, depresses the expression level of the genes in the other subgenomes and facilitates their loss during fractionation (cf. the discussion in [57]).
This is a likely explanation, but does not account for another aspect of the pattern in Fig. 10. We might expect, all things being equal, that the largest region be distributed among more tomato chromosomes while the smallest regions be found on only one chromosome. In fact we observe the opposite, with the smallest regions, colored green, being spread over 1.8 chromosomes, on the average, with the regions colored red being confined to 1.4 chromosomes, and the blue-colored regions in between (1.53). This observation is consistent with the hypothesis that all the red regions originate with a single subgenome that joined an original tetraploid (reflected in the blue and green regions), already considerably
fractionated and rearranged. However, the blue-green tetraploidization would not have been an autopolyploidy event since the average sequence similarity between blue-green paralogs is not significantly greater than that of red-blue or red-green paralogs.

Fig. 9 Reconstructed *Nelumbo* ancestral chromosomes and *Vitis* ancestral chromosomes (not to scale), showing common blocks and conserved block adjacencies. Each block contains the label of a *Nelumbo* chromosome pair in the original halving solution, followed by the *Vitis* chromosome triplet number, and the number of orthologs. Heavy outline surrounds blocks adjacent in both ancestral genomes, and undoubtedly in their common eudicot ancestor.

Fig. 10 Aliquoting of tomato genome into three subgenomes. Note that between circles, which reflect the 15 hypothesized pre-hexaploid Solanaceae chromosomes, there are virtually no paralogies, and within circles, no paralogies within subgenomes, and many paralogies between subgenomes. Note also that several chromosomes each appear in more than one circle, reflecting chromosomal fusions in the Solanaceae lineage, and that most circles are labeled by more than three chromosomes because of the assorted amalgamation of fissioned parts of ancient chromosomes.
6.4 Pineapple

Besides its intrinsic interest as an important food crop, pineapple offers an opportunity to study the early evolution of the order Poales, which also contains the Poaceae family, but whose early evolution has been obscured by the so-called ρ WGD. Since the family Bromeliaceae, containing pineapple, diverged from the Poaceae before ρ, it provides a window into the earlier σ and τ WGDs shared by all Poales. Fractionation reduces the number of WGD-generated paralogous pairs to single copy rapidly, so that while it is often straightforward how to do genome reconstruction after a WGD, it is relatively difficult to study evolution prior to a WGD based only on paralogs. Since there is a built-in redundancy in the orthologous pairs generated by speciation, before or after a WGD in either or both of two genomes, more orthologous pairs are available for reconstruction. To take maximum advantage of this fact, and to optimize the amount of information input to the reconstruction of an ancestral Poales genome, we looked for multiple orthologous syntenic regions in pineapple to a published outgroup genome, *pirodela polyrhiza* (duckweed), or to overlapping Spirodela regions. Within each set of pineapple regions thus produced, we then searched for quadruples of paralogous regions made up of two pairs or regions. Each pair was required to have average similarities clustered around a recent mode of the distribution. The similarities across the two pairs of regions had to be clustered around an earlier mode of the similarity distribution. The quadruples that emerge from this search should correspond to the chromosomes produced by each round of WGD, though this may be obscured by rearrangement and fractionation. Figure 11 shows the remarkably clear pattern that was derived by this method applied to the pineapple genome [58], with duckweed providing the outgroup genome. This result was of special interest because the two WGD σ and τ are shared by the Poaceae crops wheat, rice, maize, etc., but the early history of these is scrambled by the more recent WGD ρ. Thus the pineapple analysis allowed us to resolve the controversial ancient history of the Poaceae.

6.5 The Brassicaceae

In Subheading 5, we introduced the systematic study of peaks of \( \binom{N}{2} + N \) distributions of duplicate gene similarity in the context of gene trees and event trees.

To illustrate this discussion, we draw on six published genomes in the Brassicaceae family, three in the genus *Brassica*: *B. rapa* (turnip, Chinese cabbage) [59], *B. oleracea* (cabbage, cauliflower) [60] and *Raphanus sativus* (radish) [61], two in the genus *Arabidopsis*: *A. lyrata* (rock cress) [62] and *A. thaliana* (thale cress, mouse-ear cress) [14], and one in the genus *Sisymbrium*: *S. irio* (London rocket) [63]. Figure 12 shows the phylogenetic relationship among the six species:
Fig. 11 Accessing the cereal ancestral genome through analysis of pineapple WGD

Fig. 12 Phylogenetic relationship of six species in the family Brassicaceae, showing lineages affected by WGD and triplication events
We extracted genomic data from these species using the database in CoGe [64, 65]. We then used the SynMap routine (with default parameters) on this platform to compare the gene orders of each of the \(\binom{6}{2} / C_0 / C_1 = 15\) pairs of genomes. This procedure implicitly validates the identification of orthologs produced by speciation by detecting collinear arrays of several duplicate pairs in two species with approximately the same divergence: “syntenic blocks.” Similarly, we did a self-comparison of five of the six genomes; the sixth one, the *Sisymbrium* genome, not having enough closely spaced duplicate pairs for SynMap to produce paralogous syntenic blocks. The distributions of similarities calculated are shown in Fig. 13. The peaks found in each genome are tabulated in Table 1.

From Fig. 13 and Table 1, we note that the data are not quite “perfect”; the earliest duplication, detected at 79–80% in the *Arabidopsis* self-comparisons, shows no peaks in the other self-comparisons—there is a shoulder or heavy tail in the appropriate place in the *Brassica* self-comparisons, but this is swamped by the later triplication. The triplication itself is visible in all three *Brassica* self-comparisons and in the comparison of *B. oleracea* and *B. rapa*. In the comparison of the latter two with *Raphanus*, this peak is barely visible as a shoulder to the *Raphanus* speciation distribution.

More interesting is that the peaks at 90% reflecting the *Sisymbrium* speciation, known to occur before the *Brassica* triplication, suggest that speciation is more recent, since the triplication peak is at 89%. This apparent conflict is clearly ascribable to a slower rate of evolution (lower \(\lambda\)), since the divergence of *Arabidopsis* from *Sisymbrium* also seems to occur more recently (88%) than the divergence of *Arabidopsis* from the *Sisymbrium* sister genus *Brassica* (86%). Note that the small differences between peak similarities are not insignificant, given the many thousands of gene pairs involved in these comparisons.

Were we to fill in the missing “\(\alpha\)” peaks, and correct the *Sisymbrium* times to account for slower evolution, the data set would be perfect and our algorithm would convert it to a species tree with duplication times indicated. This could be then displayed in the form of Fig. 14. This events tree represents a general template for gene families evolving through WGD and fractionation-based gene loss only. The gene tree for any particular gene family would have exactly the same form, but with losses of various lineages.

### 7 Conclusion

In the history of extant flowering plants, there are many whole genome duplications and triplications, and these are not confined to one or two phylogenetic domains. This presents a challenge for
Fig. 13 Gene similarity distribution between 15 pairs of genomes in the Brassicaceae and 5 self comparisons. Local modes ("peaks") are indicated. Only one of each comparison is shown for Arabidopsis, the other is superimposed and indistinguishable.
Table 1
Peak similarity level, by genome

<table>
<thead>
<tr>
<th>Peak number</th>
<th>Description</th>
<th>Genome</th>
<th>BR</th>
<th>BO</th>
<th>RS</th>
<th>SI</th>
<th>AL</th>
<th>AT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>α duplication [66]</td>
<td></td>
<td>np</td>
<td>np</td>
<td>np</td>
<td>np</td>
<td>80</td>
<td>80,79</td>
</tr>
<tr>
<td>2</td>
<td>Divergence of genus <em>Arabidopsis</em></td>
<td></td>
<td>86</td>
<td>86</td>
<td>86,87</td>
<td>88</td>
<td>88–86</td>
<td>88–86</td>
</tr>
<tr>
<td>3</td>
<td>Whole genome triplication</td>
<td></td>
<td>89</td>
<td>89</td>
<td>87</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>4</td>
<td>Divergence of genus <em>Sisymbrium</em></td>
<td></td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>5</td>
<td>Divergence of genus <em>Raphanus</em></td>
<td></td>
<td>93</td>
<td>93</td>
<td>93</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>6</td>
<td>Speciation of <em>Arabidopsis T &amp; L</em></td>
<td></td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>95</td>
</tr>
<tr>
<td>7</td>
<td>Speciation of <em>B. rapa &amp; B. oleracea</em></td>
<td></td>
<td>97</td>
<td>97</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

np: no peak, but one could be found by mixtures of distribution methods. –: no peak expected. Note peak 3 occurring before peak 4 due to slow evolutionary rate \((\lambda)\) of *Sisymbrium*

**Fig. 14** Event tree for the Brassicaceae. Boldface numbers indicate WGD or triplication. All families of genes descended from the various genome WGD or WGT without any additional duplications must be formed from this tree with truncations of appropriate lineages.
the combinatorial analysis of evolution and phylogeny in the angiosperms. We survey a series of new combinatorial optimization problems and models proposed to investigate WGD, and the fractionation process that WGD engenders. This is illustrated through a description of a diverse set of genomes whose evolution we have studied. In particular, we have pointed out connections between gene-tree/species-tree theory and the study of whole genome duplications in a phylogeny.

Acknowledgements

Research supported in part by grants from the Natural Sciences and Engineering Research Council of Canada (NSERC) and by National Science Foundation IOS –1339156. DS holds the Canada Research Chair in Mathematical Genomics.

Competing Interests

The authors declare that they have no competing interests.

References

37. Dietrich FS et al (2004): Ashbya gossypii genome as a tool for mapping the ancient whole genome duplication in plants: implications for evolutionary analysis. 313
Saccharomyces cerevisiae genome. Science 304:304–307


64. Lyons E, Freeling M (2008) How to usefully compare homologous plant genes and chromosomes as DNA sequences. Plant J 53:661–673


Chapter 11

Sequence-Based Synteny Analysis of Multiple Large Genomes

Daniel Doerr and Bernard M. E. Moret

Abstract

Current methods for synteny analysis provide only limited support to study large genomes at the sequence level. In this chapter, we describe a pipeline based on existing tools that, applied in a suitable fashion, enables synteny analysis of large genomic datasets. We give a hands-on description of each step of the pipeline using four avian genomes for data. We also provide integration scripts that simplify the conversion and setup of data between the different tools in the pipeline.

Key words Genome comparison, Synteny analysis, Marker sequences, Large genomes

1 Introduction

The structural organization of genomes was studied long before the advent of genome sequencing technology, using chromosomal banding and other means, eventually leading to detailed chromosomal maps. Renwick [1] introduced the term synteny to denote close collocation of genomic elements on the same chromosome. With the advent of large-scale sequencing, synteny came to denote conserved collocation of genomic elements within large blocks of sequence and these blocks in turn became known as syntenic blocks.

Comparing the complete DNA sequences of large eukaryotic genomes for several species presents many challenges. The complexity of the necessary computations severely restricts the number of species and, even for three or four genomes, forces an undesirable trade-off between speed and accuracy. The large range of evolutionary changes, from sequence indels and point mutations through genome rearrangements and segmental duplications to deletions and insertions of entire blocks of sequence, serves to destroy collinearity and otherwise disguises similarities, thereby introducing ambiguities in the comparison. (This particular issue limits all syntenic analyses to collections of reasonably related
Multiway comparisons scale poorly, as the number of choices to be considered grows exponentially with the number of genomes to be compared. Finally, the genomes themselves are neither well defined (as they vary from one individual to the other within a population) nor perfectly sequenced and assembled (for instance, very few genomes are fully assembled, being given instead as contigs, with many poorly assembled genomes described with 10–100 times as many contigs as they have chromosomes), so that comparisons at the sequence level on a nucleotide-by-nucleotide basis are subject to many possible confounding factors.

The response to these challenges has been to compute a simplified representation of the genomes in terms of syntenic blocks and then carry out the multiway comparison at the level of syntenic blocks rather than at the level of base pairs. At first, researchers focused on genes as the base units, leading to studies of the gene content and gene order of genomes and mechanisms that affect these two representations. However, the vast majority of nucleotide bases in large genomes are not associated with genes, yet conservation across species is a powerful tool to identify functional elements and conduct meaningful comparisons among non-genic regions. Thus the focus shifted from genes to genomic markers, DNA segments that are well conserved across all or most of the given genomes. If each genome is found to have one (or more) contiguous region that contains the same markers (in the same order or in different orders), then each such region is a syntenic block and together these regions define a syntenic block family. (The similarity in terminology with genes and gene families is intentional and justified: genes are just very large markers.) The purpose of a synteny analysis is to produce families of syntenic blocks such that the blocks themselves are well conserved (have many shared markers and limited sequence variation overall) and the syntenic block families together cover much of each genome.

Syntenic blocks reduce the number of individual items to compare (in many analyses the length of these blocks varies from hundreds of thousands to as many as tens of millions of base pairs), afford some tolerance against missing or erroneous sequence data (from read calling errors to assembly errors) and against individual variation, and reduce the number of evolutionary events that must be considered when conducting a comparison (sequence-level events are no longer directly relevant), thus making comparison of multiple large genomes possible.

Because syntenic blocks and their families are just another representation of a collection of genomes, one would want to produce these blocks directly from sequence data, with as little prior knowledge as possible, and also produce blocks of various characteristics (coarser and larger blocks for quick analyses, fine-grained decompositions for accuracy and coverage, etc.). These two goals remain elusive, although much work is in progress for direct
synteny analysis on unannotated genome sequences: tools such as Sibelia [2] and Satsuma [3] already provide solutions for bacterial genomes (Sibelia) or small datasets (Satsuma), but cannot handle a collection of large eukaryotic genomes.

In this chapter, we present a pipeline for synteny analysis of collections of large genomes. Our pipeline is based on several available tools. We provide scripts and give a hands-on description for each step of the pipeline, using four birds: Gallus gallus (chicken), Meleagris gallopavo (turkey), Taeniopygia guttata (zebra finch), and Ficedula albicollis (collared flycatcher). Our scripts are available for download on GitHub. Our pipeline uses the whole-genome alignment tool Mauve [4] and the synteny detection tool i-ADHoRe [5]. We also use Circos [6] for creating a genome-wide visualization of syntenic blocks. Our scripts are written in Python 2 and require the Python library Biopython (and, optionally, matplotlib).

2 Preparing the Genomic Dataset

Careful selection of genome data is crucial to any synteny analysis. Many large genomes are only partially assembled, producing some modest number of contigs, alongside many short sequences of unknown or dubious origin. Such unassembled genomes pose some insurmountable difficulties to current synteny tools. While there exist other methods for scaffolding genomes based on comparative analyses [7], this task is not part of any synteny tool to date. (i-ADHoRe is able to identify syntenic blocks that are conserved across multiple contigs, but it only does so in the context of segmental or whole-genome duplication.) We therefore confine our workflow to fully or nearly assembled genomes.

As a first step, one should inspect the genome sequence files. First count the number and size of sequence records. Then, small or negligible sequences should be removed or assembled into larger sequences. The latter can be based on previous synteny analyses, comparative assembly, or simple sequential concatenation, so that in the end, each genome is represented by a manageable, clearly arranged set of sequences. Furthermore, each sequence should have a short but meaningful name by which it can be later identified when visually evaluating the outcome of the synteny discovery.

1 https://github.com/danydoerr/large_syn_workflow.
The analysis described in the following is based on genomic sequences retrieved from NCBI\(^2\). We downloaded the following sequence files and computed their numbers of sequence records:

<table>
<thead>
<tr>
<th>file name</th>
<th>#sequence records</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCA_000002315.3_Gallus_gallus-5.0_genomic.fna</td>
<td>23474</td>
</tr>
<tr>
<td>GCA_000146605.3_Turkey_5.0_genomic.fna</td>
<td>231286</td>
</tr>
<tr>
<td>GCA_000151805.2_Taeniopygia_guttata-3.2.4_genomic.fna</td>
<td>37095</td>
</tr>
<tr>
<td>GCA_000247815.2_FicAlb1.5_genomic.fna</td>
<td>21428</td>
</tr>
</tbody>
</table>

Each of these files contains thousands of sequence records with all but few of no relevance to our analysis, because they are too short. As a first step, we therefore discard all sequences that are smaller than 1 Mbp. For this task, we provide a simple script called `extract_minlen_seq.py`, which takes as input a value for minimum sequence length and a FASTA file:

```bash
$ extract_minlen_seq.py 1000000 GCA_000002315.3_Gallus_gallus-5.0_genomic.fna > C.min_1Mbp.fna
```

This task is repeated for the remaining sequence files, which are now labeled by a single character that identifies the corresponding species: C for chicken, T for turkey, Z for zebra finch, and F for collared flycatcher. The number of sequence records came down to a manageable few:

<table>
<thead>
<tr>
<th>file name</th>
<th>#records</th>
<th>sequence record IDs</th>
</tr>
</thead>
<tbody>
<tr>
<td>C.min_1Mbp.fna</td>
<td>31</td>
<td>CM000093.4..CM000107.4 CM000109.4..CM000119.4 KQ759483.1</td>
</tr>
<tr>
<td>T.min_1Mbp.fna</td>
<td>30</td>
<td>CM000962.2..CM000978.2 CM000980.2..CM000991.2</td>
</tr>
<tr>
<td>Z.min_1Mbp.fna</td>
<td>39</td>
<td>CM000515.1..CM000532.1 CM000534.1..CM000546.1 EQ832640.1 EQ832641.1 EQ832723.1 EQ832760.1 EQ832819.1 EQ832820.1 EQ833162.1 EQ833367.1</td>
</tr>
<tr>
<td>F.min_1Mbp.fna</td>
<td>39</td>
<td>CM001988.1..CM002017.1 CM002020.1 KE165308.1 KE165340.1..KE165342.1</td>
</tr>
</tbody>
</table>

With just a few exceptions, sequence records now correspond to chromosome scaffolds. Any remaining undesirable sequences can be individually removed from the sequence files.

Because the sequences have been downloaded from a public database, they are labeled with their database identifier. This label is necessary for bookkeeping, yet inconvenient for manual and visual analysis of the genomic dataset. Short labels, such as chromosome

numbers, would simplify the manual analysis and provide short identifiers that can be used in the visualization. Because the FASTA files are too large to edit comfortably in a text editor and because, in some datasets, the preprocessing could involve the concatenation of some sequence records, we provide a script to edit FASTA files based on a limited set of instructions:

JOIN <ID 1> (h|t) <ID 2> (h|t) INTO <ID 3>
RENAME <ID 1> TO <ID 2>
REMOVE <ID>

The rename and remove operations are straightforward. The join operation requires, next to the sequence IDs, the extremities ("h" for head and "t" for tail) of the sequences that will be joined to produce a concatenated sequence with a specified ID. (In our example, concatenation is not necessary.)

Our script, edit_sequences.py, requires a sequence file and an instruction file, where each line corresponds to one edit operation, as shown by the contents of the edit file C.edit for the chicken dataset below:

-- file: C.edit ---------------------------------------------
RENAME CM000093.4 TO 1
RENAME CM000094.4 TO 2
RENAME CM000095.4 TO 3
RENAME CM000096.4 TO 4
RENAME CM000097.4 TO 5
RENAME CM000098.4 TO 6
RENAME CM000099.4 TO 7
RENAME CM000100.4 TO 8
RENAME CM000101.4 TO 9
RENAME CM000102.4 TO 10
RENAME CM000103.4 TO 11
RENAME CM000104.4 TO 12
RENAME CM000105.4 TO 13
RENAME CM000106.4 TO 14
RENAME CM000107.4 TO 15
RENAME CM000109.4 TO 17
RENAME CM000110.4 TO 18
RENAME CM000111.4 TO 19
RENAME CM000112.4 TO 20
RENAME CM000113.4 TO 21
RENAME CM000114.4 TO 22
RENAME CM000115.4 TO 23
RENAME CM000116.4 TO 24
RENAME CM000124.4 TO 25
RENAME CM000117.4 TO 26
RENAME CM000118.4 TO 27
RENAME CM000119.4 TO 28
RENAME CM000123.4 TO 33
REMOVE KQ759483.1
RENAME CM000121.4 TO W
RENAME CM000122.4 TO Z

The final sequence files are obtained by calling `edit_sequences.py`:

```
$ edit_sequences.py C.min_1Mbp.fasta C.edit
```

Now, the sequence data of each genome in the dataset is purged from irrelevant content. Each dataset yields 30–31 sequence records, with 0.97 Gbp to 1.04 Gbp, as shown in Table 1.

## 3 Constructing Genomic Markers

We now provide a brief description on how to use the software tool `progressiveMauve`[^4] to obtain a genomic marker set across multiple genome sequences. Further information can be found in Mauve’s comprehensive online user guide[^4] and in the archive of the active Mauve user mailing list[^5]. `progressiveMauve` is a multiple genome alignment tool which exploits unique local alignments in the genomic dataset as anchor blocks for a multiple sequence alignment tool.

<table>
<thead>
<tr>
<th>Species</th>
<th>ID</th>
<th>Version</th>
<th>Scfs.</th>
<th>Size (Gbp)</th>
<th>CDSs</th>
<th>Markers</th>
<th>%cov.</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Gallus gallus</em> (chicken)</td>
<td>C</td>
<td>5.0</td>
<td>30</td>
<td>1.02</td>
<td>46,393</td>
<td>643,043</td>
<td>40.4</td>
</tr>
<tr>
<td><em>Ficedula albicollis</em> (collared flycatcher)</td>
<td>F</td>
<td>1.5</td>
<td>30</td>
<td>1.04</td>
<td>26,464</td>
<td>643,043</td>
<td>39.5</td>
</tr>
<tr>
<td><em>Meleagris gallopavo</em> (turkey)</td>
<td>T</td>
<td>5.0</td>
<td>30</td>
<td>0.97</td>
<td>26,423</td>
<td>643,043</td>
<td>42.3</td>
</tr>
<tr>
<td><em>Taeniopygia guttata</em> (zebra finch)</td>
<td>Z</td>
<td>3.2.4</td>
<td>31</td>
<td>1.02</td>
<td>19,447</td>
<td>643,043</td>
<td>40.3</td>
</tr>
</tbody>
</table>

Table 1
Genomic dataset of the four birds

Columns from left to right: Species name and parenthesized colloquial name; short identifier; dataset version in NCBI; number of scaffolds after editing; genome size after editing; number of coding sequences (CDSs); number of markers identified by Mauve that are larger than 300 bp and have homologs in all four birds; the percentage of nucleotide bases covered by these markers in their respective genomes

alignment. Using a guide tree, the method progressively aligns genomic sequences, using a sum-of-pairs anchor score.

A decisive advantage of progressiveMauve in comparison with competing methods is its uncomplicated use. In most analyses, no adjustments to its default parameter settings are necessary. Should customization be needed, it usually suffices to adjust a single parameter, the match seed weight (command line parameter --seed-weight). The match seed weight defines a threshold that alignment scores of unique matches must surpass in order to be considered in the initial construction of anchor blocks. Lower values will increase the sensitivity of the alignment and thus permit the validation of a reasonable number of markers when analyzing divergent genomes. Adjusting this parameter also influences alignment blocks that are subsequently identified through positional conservation, because, by default, the minimum locally collinear block weight (command line parameter --weight) is set to three times the match seed weight. Without changing any default settings, we call the program as follows:

```
progressiveMauve --output-guide-tree=C_F_T_Z.tree \ 
    --backbone-output=C_F_T_Z.backbone --output=C_F_T_Z.xmfa \ 
    C.fna F.fna T.fna Z.fna 2>&1 | tee mauve.log
```

Next to the alignment guide tree and the XMFA file, which will store the whole-genome alignment data, Mauve also provides a backbone table specifying which genomic segments have been matched with each other in the alignment. We will use the backbone table to extract the genomic markers and their affiliations for the synteny analysis in the following section.

### 4 Synteny Analysis with i-ADHoRe

Most synteny analysis tools to date are only applicable to small genome datasets. i-ADHoRe [5] is one of the few tools that have been specifically designed to handle large eukaryotic genomes. It provides both fast algorithms and multithreading for the most time-consuming steps. The tool’s configuration is defined through an input file containing the user’s parameter settings. A comprehensive list of parameters and their options is provided in the manual included in the software package. Further, i-ADHoRe requires a proprietary format for its input files. Each contig/ chromosome of any input genome must be represented by an individual file. For convenience, such files should be grouped in separate folders corresponding to their genome memberships. Relationships between markers must be provided in a further file, in one of two possible formats: either markers are associated with a family
identifier (\texttt{table_type=family}) or pairwise relationships are individually provided, permitting also non-transitive relationships between markers (\texttt{table_type=blast}).

\texttt{i-ADHoRe} can be run in three different modes (parameter name \texttt{cluster_type}): \texttt{colinear}, \texttt{cloud}, and \texttt{hybrid}. The first mode detects collinear syntenic blocks in an iterative procedure, integrating marker content and order information from previous alignments into profiles for identifying further, more degenerate syntenic blocks. In doing so, each iteration leads to a higher level of syntenic block families with increasing size. The cloud mode intends to detect syntenic blocks that underwent internal rearrangements and so are better identified by their shared marker content than by ordering. How much the ordering can deviate from collinearity is bounded by a parameter (\texttt{q_value}). Lastly, the hybrid mode discovers collinear regions prior to performing synteny analysis in the cloud mode. Neither cloud nor hybrid mode supports the profile search performed in the collinear mode. For this reason, it is advisable to use the collinear mode due to its superior ability to identify degenerate syntenic blocks. In all three modes, \texttt{i-ADHoRe} allows gaps in syntenic blocks. Various parameters allow to fine-tune the size of these gaps in different contexts. In practice, it often suffices to control their setting through a shared value.

Processing the genome data and Mauve’s backbone table into the input format required by \texttt{i-ADHoRe} is an elaborate task. Therefore, we provide a script which performs this conversion conveniently in one program call. Our script, called \texttt{mauve2iadhole.py}, offers a few parameter settings to adjust the most influential parameters of \texttt{i-ADHoRe} directly upon creating the input files. It can also filter segments of Mauve’s backbone file that fall below a given minimum length. All options are listed in Table 2. Our script will also enable \texttt{i-ADHoRe}’s multithreading feature by providing it with the number of cores that are available on the machine on which the script is executed.

For the analysis of the four avian genomes, we call \texttt{mauve2iadhole.py} as shown below. We require that segments in Mauve’s backbone file that will be used as markers in subsequent analysis must be conserved across all four genomes (\texttt{-n4}) and have a minimum length of 300 bp (\texttt{-l300}). In our bird dataset, Mauve identifies many markers that fit our constraints (see Table 1), many more than the number of coding sequences in these genomes, enabling a more fine-grained synteny analysis. The price to pay: the gap size for syntenic blocks in the subsequent \texttt{i-ADHoRe} run must be set appropriately high (\texttt{-g300}).

\begin{verbatim}
$ mauve2iadhole.py -c colinear -n4 -l300 -g300 C_F_T_Z.backbone C.fna F.fna T.fna Z.fna
\end{verbatim}
The script produces then the following files and folders:

C/ C_F_T_Z.log  F/ T/ Z/ blast_table.txt  dataset.ini


Finally, we call i-ADHoRe by passing it the created configuration file dataset.ini:

$ i-adhore dataset.ini
According to the configuration setup by our conversion script, i-ADHoRe deposits its output files in a folder named output below the current working directory. Among the various files that i-ADHoRe creates, output/multiplicons.txt and output/segments.txt contain the central information regarding the discovered syntenic block families.

5 Evaluation

We evaluate syntenic blocks based on synteny criteria suggested by Ghiurcuta and Moret [8] and provide a genome-wide visualization of syntenic blocks between pairs of species of our dataset.

Ghiurcuta and Moret presented two measures for scoring a syntenic block family: the relaxed score represents the fraction of markers that are connected to any other markers within their syntenic block family; conversely, the weighted score is a stricter measure describing the fraction of markers that are connected to at least one marker in each syntenic block.

We provide a script, synteny_score.py that computes these scores from the output of an i-ADHoRe run. Our script prints for each syntenic block family its corresponding relaxed or weighted synteny score. Optionally, it is also able to directly create a plot that visualizes a histogram over all synteny scores. To this end, the script requires the python package matplotlib library, which must be installed on the system.

We can now evaluate the syntenic block families discovered by i-ADHoRe in the avian dataset. To visualize the histograms shown in Fig. 1, we call our script by providing the -v parameter as follows:

![histograms](image.png)

Fig. 1 Histogram of relaxed and weighted scores of syntenic blocks in the avian dataset identified by i-ADHoRe
By default, the calls create two files containing the figures, `relaxed_scores.eps` and `weighted_scores.eps`, respectively, which will be located in the current working directory. However, an alternative output file name can be specified with the `-f` parameter.

Although i-ADHoRe provides its own graphical output, it does not produce plots to study the entire set of syntenic blocks across whole genomes. Therefore, we created an alternative genome-wide visualization, using the popular visualization tool Circos [6]. For each pair of genomes, we instruct Circos to draw all their syntenic blocks and relationships. Our visualization permits a quick assessment of the segmentation of genomes into markers and syntenic blocks, of divergence in the arrangement of genomic markers, and of genome coverage.

We call script `iadhore2circos.py` on the avian dataset as follows:

```
$ iadhore2circos.py -c dataset.ini output/multiplicons.txt \
  output/segments.txt
```

The script creates for each genome pair an individual Circos configuration file, but also further configuration files. The `-c` parameter causes each link between syntenic blocks to be drawn in a different color. Otherwise, all links associated with the same chromosome are drawn in the same color. Further, our script provides the option `-l` to draw higher-level intervals identified by i-ADHoRe in colinear mode. It remains to call the Circos binary on each of these files, as exemplified below for the genome pair chicken and collared flycatcher.

```
$ circos -conf C_F.circos.conf
```

The plots thus created are shown in Fig. 2. In each plot, the outer circle shows the pair of genomes drawn in blue and green, respectively, partitioned into its contigs/chromosomes. Black bars drawn on top correspond to locations of markers. Lastly, as mentioned above, colored links indicate relations between syntenic blocks among the two species.
Fig. 2 Circos plots visualizing the pairwise comparison of syntenic blocks in four avian genomes
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Abstract

The comparison of genome structures across distinct species offers valuable insights into the species’ phylogeny, genome organization, and gene associations. In this chapter, we review the family-free genome comparison tool FFGC which provides several methods for gene order analyses that do not require prior knowledge of evolutionary relationships between the genes across the studied genomes. Moreover, the tool features a complete workflow for genome comparison, requiring nothing but annotated genome sequences as input.
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1 Introduction

A prominent branch in the field of computational comparative genomics is devoted to the study of the structural organization of genomes. Gene order analysis, i.e. the comparative study of genomic sequences that have been scrambled by genome rearrangement events, confers detailed insights into the species’ evolutionary past helping to resolve their phylogenetic relationships, the structural organization of ancestral genomes, and functional dependencies of genes, only to name a few applications.

The gene order analyses subject to this work comprise not only the computation of various genomic distances, but also the detection of conserved gene adjacencies, gene clusters, or larger syntenic regions.

Comparing gene orders of distinct genomes presumes knowledge of relationships between their defining genes. Whereas initial methods were confined to one-to-one homology assignments between genes of distinct genomes, many of the current methods allow for general gene family assignments, thereby internally resolving (or at least tolerating) ambiguities in conserved gene order originating from gene duplicates or losses. Hereby, a gene family
is an equivalence class of genes, leading to a partition of a studied dataset into disjoint homologous groups of genes.

Gene families are controversial: not only is the process of inferring homology error-prone, but also the term “gene family” itself is subject to various interpretations. This leads to wide disparities between the conspicuous number of available gene family databases. Errors originating from false gene family assignments are passed on and may become amplified in subsequent gene order analysis. Conversely, knowledge of gene neighborhoods allows to make more substantiated claims about homology. This leads to a classic circularity problem: gene families are a prerequisite of gene order analysis, yet the outcome of the latter can improve the inference of homology. The aim of family-free genome comparison is to break this circularity by developing methods for gene order analysis that, rather than depending on gene families, rely on the input data of gene family clustering, which are loosely constrained qualitative or quantitative measures of gene relationships.

Over the past years, several family-free methods have been proposed and developed [1–5]. In this work, we present a workflow encompassing many methods that have been published to date. The workflow is implemented and available as part of the tool FFGC, available for download at http://bibiserv.cebitec.uni-bielefeld.de/ffgc. FFGC provides functionality for all steps of a family-free analysis starting from annotated genome sequences. The following sections will guide through each step of the workflow, thereby explaining the objectives of the family-free methods available in FFGC.

2 Prerequisites of Family-Free Analysis

The workflow of family-free analysis, visualized in Fig. 1, is divided into three steps: (1) the computation of local sequence alignment scores between genes of two or more gene order sequences; (2) the construction of a gene relationship graph; and (3) the actual family-free gene order analysis. In the following, we will describe the first two steps that are prerequisite to all family-free analyses. Our tool FFGC is designed so that these prerequisite steps, which are often the most time consuming, only need to be carried out once. The outcome is a gene relationship graph that is then input to all subsequent family-free analyses alike.

In FFGC, a genome is entirely represented by its set of chromosomes, whereby each chromosome corresponds to a linear or circular sequence of unique gene identifiers drawn from the universe of genes $\Sigma$. Each gene $g \in \Sigma$ is labeled with a sign, denoted $\text{sgn}(g)$, which is either positive (+) or negative (−), indicating the gene’s orientation on its genomic sequence. In relating genes between different genomes, two basic data structures have been proposed in the past, which are the gene connection graph [5] and the gene similarity graph [1].
Definition 1 (Gene Connection Graph, Gene Similarity Graph). Given two genomes \( S_1, \ldots, S_k \), a *gene connection graph* \( G(S_1, \ldots, S_k) \) of genomes \( S_1, \ldots, S_k \) is a \( k \)-partite graph with one vertex for each gene in each of the \( k \) genomes. An edge between two genes of distinct genomes indicates that there is some *evolutionary connection* between these genes. If edges are additionally weighted by a strictly positive similarity value, the graph is called *gene similarity graph*.

The construction of gene connection graphs and gene similarity graphs requires the assessment of qualitative and quantitative relationships between genes, respectively. Different kinds of information can be used for this task, ranging from establishing relationships based on common cellular tasks, such as participation in the same metabolic pathways, to similarity in molecular function, to alignment scores. In this work, we confine ourselves entirely to alignment scores, thereby relying on the detection of significant hits in local sequence alignment.

**FFGC** constructs a gene similarity graph from the input set of genome sequences, subsequently ignoring its weights for those family-free analyses that require an (unweighted) gene connection graph. To establish similarities between genes, the tool relies on the BLAST+ [6] software package, which is used to identify significant hits in local sequence alignment (HSPs) between all pairs of genes originating from distinct genomes. The comparison (step 2 of the FFGC workflow) is performed either on the nucleotide or protein sequence level, depending on the user’s initial choice when creating the project. FFGC allows to prune the gene similarity graph using two filter techniques. This step is performed iteratively until the graph remains either unchanged or a maximum number of iterations is exceeded.
On the one hand, FFGC can discard edges by identifying spurious similarities. In doing so, the tool implements the stringency filter proposed by Lechner et al. [7], utilizing a local threshold parameter \( f \in [0, 1] \) and BLAST bitscores between genes. Given two genomes \( S \) and \( T \), an HSP with BLAST bitscore \( \text{bitscore}(s, t) \) between two genes, \( s \) in \( S \) and \( t \) in \( T \), is compared against an HSP with highest bitscore between any gene \( s' \) of genome \( S \) and gene \( t \). An edge between \( s \) and \( t \) is retained only if \( \text{bitscore}(s, t) \geq f \cdot \max \{\text{bitscore}(s', t) \mid s' \text{ in } S\} \). Edge weights of the gene similarity graph between any two vertices corresponding to some genes \( s \) and \( t \) are then calculated according to the relative reciprocal BLAST score (RRBS) [8]:

\[
\text{RRBS}(s, t) = \frac{\text{bitscore}(s, t) + \text{bitscore}(t, s)}{\text{bitscore}(s, s) + \text{bitscore}(t, t)}.
\]

In doing so, only edges are established whose corresponding RRBS value is strictly positive.

On the other hand, FFGC can remove vertices if their corresponding genes are either (1) not similar to any other genes associated with at least a certain number of genomes or (2) not residing on contigs of minimum size. If a gene’s corresponding vertex is no longer present in the pruned gene similarity graph, it will be omitted in its gene order sequence subject to any subsequently described family-free analysis.

The provided filters can improve the stability of family-free gene order analysis against disturbances originating from incorrect gene annotations or spurious sequence similarities.

### 3 Genomic Similarities and Distances

FFGC implements several pairwise measures of genome similarity which are described in the following. First, we discuss measures based on gene adjacencies that were proposed by Kowada et al. [5] for pairwise gene connection graphs and by Braga et al. [1] for pairwise gene similarity graphs. Subsequently, we study a family-free variant of the double-cut-and-join (DCJ) distance.

A pair of genes in a genome form an adjacency if no other gene lies in-between them on their common genomic sequence. A first measure corresponds to counting the number of conserved adjacencies:

**Definition 2 (Conserved Adjacency).** Given two genomes \( S \) and \( T \) and a gene connection graph \((V, E) = G(S, T)\), a pair of adjacencies \((s, s')\) in \( S \) and \((t, t')\) in \( T \) is called a conserved adjacency, if one of the following two holds:
(a) \((s, t) \in E, (s', t') \in E, \text{sgn}(s) = \text{sgn}(t) \text{ and } \text{sgn}(s') = \text{sgn}(t')\); or
(b) \((s', t') \in E, (s', t) \in E, \text{sgn}(s) \neq \text{sgn}(t') \text{ and } \text{sgn}(s') \neq \text{sgn}(t)\).

**Problem 1 (Total Adjacencies [5]).** Given two genomes \(S\) and \(T\), enumerate all conserved adjacencies in their gene connection graph \(G(S, T)\).

Since genes can be connected to many other genes, conserved adjacencies may overlap in either genome with those of others, resulting in conflicts between them. Hence this measure is less apt for some evolutionary studies. The next measure for gene adjacencies resolves these conflicts: **Problem 2 (Adjacency Matching [5]).** Given two genomes \(S\) and \(T\) and a gene connection graph \(G(S, T)\), compute a maximum cardinality set of non-conflicting conserved adjacencies.

The following family-free measure integrates gene similarities, thereby establishing one-to-one homology assignments between genes of two genomes \(S\) and \(T\). To this end, a matching \(\mathcal{M} \subseteq E\) in their corresponding gene similarity graph \((V, E) = G(S, T)\) is established. The measure tolerates gene duplication events by matching those duplicates that either have high similarity to each other or are contained in a conserved adjacency with high adjacency score in the \(\mathcal{M}\)-induced genomes \(S\) and \(T\). Thereby, the \(\mathcal{M}\)-induced genome sequences \(S^\mathcal{M}\) and \(T^\mathcal{M}\) are the subsequences of \(S\) and \(T\), respectively, that contain only those genes associated with vertices incident to edges of \(\mathcal{M}\). In constructing a matching, not only gene similarities are taken into account, but also adjacencies:

\[
ed_g(\mathcal{M}) = \sum_{e \in \mathcal{M}} w(e) \quad (1)
\]

\[
adj_{ST}(\mathcal{M}) = \sum_{e, f \in \mathcal{M} \text{ form a conserved adjacency}} \sqrt{w(e) \cdot w(f)} \quad (2)
\]

**Problem 3 (FF-Adjacencies [1]).** Given two genomes \(S, T\) and some \(\alpha \in [0, 1]\), find a matching \(\mathcal{M}\) in gene similarity graph \(G(S, T)\) such that the following formula is maximized:

\[
\mathcal{F}_\alpha(\mathcal{M}) = \alpha \cdot adj_{ST}(\mathcal{M}) + (1 - \alpha) \cdot ed_g(\mathcal{M}). \quad (3)
\]

**FFGC** also implements a family-free variant for a genome rearrangement distance, namely the Double Cut and Join (DCJ) operation \([9, 10]\). A DCJ acts on a genome by cutting two adjacencies and reconnecting the free extremities in two possible ways. This results in a very simple model that is also comprehensive, since it
includes most common rearrangement operations, such as reversals, translocations, and transpositions.

Given two genomes with the same genes, the DCJ distance is defined as the minimum number of DCJ operations to transform one genome into the other, and it is calculated in linear time [10]. In the family-free context, given genomes $S$ and $T$, a gene similarity graph $G(S, T)$ and a matching $M$, the $M$-induced genome sequences $S^M$ and $T^M$ are essentially genomes with the same set of genes, where it is possible to derive a weighted DCJ distance $d_\alpha(S^M, T^M)$, by combining the rearrangement distance $d_{\text{DCJ}}(S^M, T^M)$ between $S^M$ and $T^M$ and the gene dissimilarity in the form of edge weights $\text{edg}(M)$.

**Problem 4 (FF-DCJ [4]).** Given two genomes $S$, $T$ and some $\alpha \in [0, 1]$, find a matching $M$ in gene similarity graph $G(S, T)$ such that the weighted DCJ distance is minimized:

$$d_\alpha(M) = \alpha \cdot d_{\text{DCJ}}(S^M, T^M) + (1 - \alpha) \cdot (|M| - \text{edg}(M)).$$

### 4 Gene Cluster Analysis

A peculiar feature of prokaryotic and fungal genomes appears in sets of functionally associated genes in so far as they are sometimes located physically close to each other on the organisms’ chromosomal sequences. Such sets are called *gene clusters*. Most prominent gene clusters are *operons*, which are gene sets that are co-transcribed. Popular methods in gene cluster detection exploit local preservation of genes through comparative gene order studies of related species. To this end, broader notions of conserved gene order are employed that ignore gene orientation and tolerate local genome rearrangements. Hereby, the concept of *common intervals* is frequently used in comparative gene cluster studies [11–13]. Given two strings over a finite alphabet, a pair of intervals are called *common intervals* if the set of characters in both intervals is identical. In [3], Doerr et al. extended this concept to family-free analysis. In doing so, a pair of intervals in genomes $S$ and $T$ corresponds to a subgraph in their gene connection graph $(V, E) = G(S, T)$. That is, two intervals, $[i, j]$ in genome $S$ and $[k, l]$ in genome $T$ induce a subgraph $(V', E') = G(S[i, j], T[k, l])$. Now, according to their model, $[i, j]$ and $[k, l]$ are called *weak common intervals* if each vertex of their induced subgraph is incident to at least one edge:
Definition 3 (Weak Common Intervals). Given a gene connection graph $G(S, T)$ of two genomes $S$ and $T$, two intervals $[i, j]$ in $S$ and $[k, l]$ in $T$ are weak common intervals if and only if in the induced subgraph $(V', E') = G(S[i, j], T[k, l])$ each vertex $v \in V'$ has degree $\deg(v) \geq 1$.

Further, Doerr et al. [3] studied a variant tolerating a limited number of insertions and deletions:

Definition 4 (Approximate Weak Common Intervals). Given a gene connection graph $G(S, T)$ of two genomes $S$ and $T$, and indel threshold $\delta \geq 0$, two intervals, $[i, j]$ in $S$ and $[k, l]$ in $T$ are $\delta$-approximate weak common intervals if and only if in the induced subgraph $(V', E') = G(S[i, j], T[k, l])$ no more than $\delta$ vertices $v_1, \ldots, v_\delta \in V'$ have degree $\deg(v_1) = \cdots = \deg(v_\delta) = 0$.

Both definitions can be straightforwardly generalized to gene connection graphs over more than two genomes giving rise to sets of (approximate-) weak common intervals. Many uninformative sets are ruled out by restricting to those that are closed:

Definition 5 (Closed Sets of Intervals). Given a gene connection graph $(V, E) = G(S_1, \ldots, S_k)$, a set of intervals $I$ is closed if for each interval $I \in I$ there exists no left or right neighboring vertex $u \in \{i - 1, j + 1\} \subset V$ such that for each interval $J \in I \setminus I$ there exists an edge $(u, v) \in E$, with $v \in J$.

A set is maximal if it cannot be extended by including further valid members. We conclude with the following broadly-stated discovery problem:

Problem 5. Given a set of genomes $S_1, \ldots, S_k$ and their gene connection graph $G(S_1, \ldots, S_k)$, a quorum parameter $q \leq k$, and $\delta \geq 0$, find all maximal closed sets of $\delta$-approximate weak common intervals that have members in at least $q$ genomes.

5 Family-Free Analysis with FFGC

We now provide some technical details for performing family-free analysis with the tool FFGC. Whereas traditional gene order analysis requires an additional preprocessing step for gene family clustering, the family-free workflow not only reduces the expenditure of work for the user, but also gives them more control over their experiments by reducing the number of critical parameters. Although any set of genetic markers can be used for gene order analysis, most commonly, annotated gene sequences are utilized, often even restricted to protein coding genes. Because the large majority of publicly available genomes already provide gene annotations, the acquisition of gene order sequences is usually a trivial task.
The tool FFGC provides functionality for all steps of the family-free analysis workflow starting from annotated genome sequences. That is, supplied with two or more annotated genome sequences, the create_project command of FFGC creates an autarkic project directory in which all data generated in the course of analyzing the given genome sequences is stored. The thereby generated folder hierarchy is schematically represented in Fig. 2. In creating the directories, FFGC includes parameter values in folder names for all steps of the workflow, enabling the simultaneous execution, allocation, and simple maintenance of generated data from several analyses with varying parameter settings.

The create_project command of FFGC admits three alternative input variants: (1) files in genbank format, (2) pairs of (multi-record) fasta and general feature format (GFF) files, and (3) fasta files that are already in an anticipated formatting.

For input variant (2), each fasta file must be associated with a single organism, and each of its records must correspond to a contig or chromosome of the organism’s genome. Further, their corresponding GFF files must share the same name—except for the file ending “.gff”.

For input variant (3), each fasta record must correspond to an atomic unit of a gene order sequence, featuring a unique record ID.
that indicates its association to a chromosome or contig as described in Table 1. Further, the order of the records in their corresponding fasta files must already correspond to the order of their anticipated gene order sequences.

For input variants (1) and (2), create_project allows annotated genomic features to be filtered by type. The selected annotations are then extracted and in further analysis considered as the

<table>
<thead>
<tr>
<th>Task</th>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global settings</td>
<td>python2_bin</td>
<td>Path to python 2 binary, in case the source distribution is used</td>
</tr>
<tr>
<td></td>
<td>threads</td>
<td>Limit of parallel threads in executing a single task</td>
</tr>
<tr>
<td></td>
<td>cplex_memory</td>
<td>Memory limit (in gigabytes) for a single CPLEX thread</td>
</tr>
<tr>
<td></td>
<td>cplex_time</td>
<td>Time limit for optimizer after which CPLEX returns best, but possibly suboptimal solution (in minutes)</td>
</tr>
<tr>
<td>BLAST</td>
<td>blast_params</td>
<td>Parameter string for blastn or blastp command, depending whether local blasthits are identified on nucleotide or protein sequence level</td>
</tr>
<tr>
<td></td>
<td>blast_dir</td>
<td>Path to blast binaries, in case the source distribution is used</td>
</tr>
<tr>
<td>Gene relationships</td>
<td>pw_params</td>
<td>String of one or more of the following parameter options using in constructing and pruning the gene relationship graph</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-s &lt; FLOAT &gt; Local threshold parameter ( f \in [0, 1] ) of stringency filter</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-n &lt; INT &gt; minimum number of genomes to which a gene must exhibit similarities</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-l &lt; INT &gt; minimum accepted size of a contig/chromosome, measured in numbers of “non-zero similarity” genes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-i &lt; INT &gt; limit of number of iterations for pruning gene relationship graph</td>
</tr>
<tr>
<td>FF-Adjacencies</td>
<td>ff_alpha</td>
<td>Convex combination parameter ( \alpha \in [0, 1] ) in solving problem FF-Adjacencies, used by both the exact algorithm and heuristic FFAdj-MCS</td>
</tr>
<tr>
<td>Weak common intervals</td>
<td>wci_delta</td>
<td>Approximate weak common intervals parameter, allowing for ( \delta \geq 0 ) indels, used for both pairwise and multi-way comparisons</td>
</tr>
<tr>
<td></td>
<td>wci_min</td>
<td>Minimum number of genes with shared similarity in a weak common intervals pair, used for both pairwise and multi-way comparisons</td>
</tr>
<tr>
<td></td>
<td>wci_quorum</td>
<td>Quorum of genomes in which a set of weak common intervals needs to occur; if set to zero, it must span all genomes; only used in multi-way comparisons</td>
</tr>
<tr>
<td></td>
<td>wci_blocksize</td>
<td>Size of genomic segments that are computed in parallel; if set to zero, parallel computation is disabled; only used in multi-way comparisons</td>
</tr>
</tbody>
</table>

Table 1
Description of parameters used by tasks provided by FFGC
atomic units of gene order sequences that are henceforth denoted by genes. FFGC enables the performance of family-free analysis on either the nucleotide or the protein sequence level.

After the project is created, the genome sequences, intermediary data, and outputs of the various family-free analyses are maintained by the workflow management system snakemake [14]. In doing so, each family-free method corresponds to a sequence of tasks, some of which are shared by more than one or even all family-free analyses. Tasks are phrased in snakemake as rules with specific input and output requirements. FFGC makes use of and produces files in various formats which are described in Table 2. Moreover, snakemake keeps track of file versions as well as parameter settings, only executing rules as necessary. This minimizes the time- and space-consuming computation of shared intermediary data. Both snakemake and FFGC support concurrent computing, which makes it possible to process large datasets in acceptable time when multi-processor compute cluster systems are available. The dependency tree of the snakemake workflow is shown in Fig. 3.

FFGC provides the following snakemake rules to for solving the above-described problems that can be individually executed by calling snakemake <rule> in an FFGC project directory. Rules all_total_adjs, all_adjs_matching, and all_ffadj_exact solve Problems 1, 2, and 3, for all pairs of genomes, respectively. Note that rule all_ffadj_exact relies on the proprietary optimization package CPLEX. 1 Additionally, the tool implements the heuristic method FFAdj-MCS described in [2] that has no external dependencies (rule all_ffadj_heuristic). Rule all_ffdcj_exact, which solves Problem 4, also has a dependency to CPLEX.

FFGC contains two methods for gene cluster detection. The first, ACSI, which is described in [3], solves Problem 5 for pairwise gene connection graphs (i.e. $k=2$). The corresponding snakemake rule is all_weak_common_intervals_pw. The implemented method also computes a score for each discovered interval that can be subsequently used to identify promising gene cluster candidates. Hereby, ACSI relies on the edge weights of the genomes’ gene similarity graph, combining them into a score that reflects both the intervals’ sizes and the similarities between their contained genes.

The second method implemented in FFGC, called MACSI (snakemake rule all_weak_common_intervals_multi), supports gene cluster detection for multiple genomes. But rather than solving Problem 5 directly, MACSI returns a graph in which intervals are represented by vertices and two vertices are connected by an edge if their corresponding intervals are members of at least one common
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maximal closed set of $\delta$-approximate weak common intervals with members in at least $q$ genomes. In doing so, the direct, but storage-consuming, solution of Problem 5 is traded for a compact format, at the expense of losing set membership information of $\delta$-approximate weak common intervals.

**Table 2**

**Description of file types and their formatting used in FFGC**

<table>
<thead>
<tr>
<th>Filetype/-name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Snakefile</td>
<td>The “Makefile” of snakemake containing the rules of the FFGC workflow. Format specifications can be found at <a href="http://snakemake.bitbucket.org">http://snakemake.bitbucket.org</a></td>
</tr>
<tr>
<td>config.yaml</td>
<td>Configuration file in YAML format, containing the parameter settings of all tasks of the workflow</td>
</tr>
<tr>
<td>$&lt;X&gt;$._gos</td>
<td>Gene order sequence file of a genome $X$ in multi-record fasta format. Each file corresponds to a distinct genome. The ID of each record is a concatenated string of key/value pairs delimited by “</td>
</tr>
<tr>
<td>*_.blasttbl</td>
<td>BLAST hits in tabular, default tab-delimited output format</td>
</tr>
<tr>
<td><em>genome</em>.map.cfg</td>
<td>File in Python’s ConfigParser format containing additional information about the genomes in the dataset. Each section is associated with a distinct genome, and contains the following attributes: name, fasta_file, active_genes. The latter indicates the genes whose associated vertices are part of the gene similarity graph used in family-free gene order analyses</td>
</tr>
<tr>
<td>$&lt;X&gt;_sim$</td>
<td>Pairwise gene similarity file, describing a gene similarity graph between two genomes $X$ and $Y$. The file adheres to a tab-separated tabular format, where each row corresponds to an edge in the gene similarity graph and the columns contain the following information: chromosome ID in $X$, gene ID in $X$, chromosome ID in $Y$, gene ID in $Y$, relative orientation, gene similarity. Hereby the gene ID corresponds to the gene’s rank in the list of active genes of its gene order sequence</td>
</tr>
<tr>
<td>$&lt;X&gt;_adj$</td>
<td>File in tab-delimited tabular format describing pairwise conserved adjacencies between two genomes $X$ and $Y$, where each row corresponds to one conserved adjacency pair and columns denote the following: chromosome ID in $X$, gene ID 1 in $X$, gene ID 2 in $X$, chromosome ID in $Y$, gene ID 1 in $Y$, gene ID 2 in $Y$, relative orientation of adjacency</td>
</tr>
<tr>
<td>$&lt;X&gt;_wei$</td>
<td>File in tab-delimited tabular format where each row corresponds to a closed pair of approximate weak common intervals between two genomes $X$ and $Y$. The columns hold the following information: chromosome ID in $X$, first gene ID in $X$, last gene ID in $X$, chromosome ID in $Y$, first gene ID in $Y$, last gene ID in $Y$, interval score as described in [3], number of indels, number of genes with shared similarity</td>
</tr>
<tr>
<td>*_.mwci</td>
<td>File in tab-delimited tabular format describing the interval graph output to program MACSI, where each row corresponds to one edge in the graph, and columns are as follows: genome $X$, chromosome ID in $X$, first gene ID in $X$, last gene ID in $X$, genome $Y$, chromosome ID in $Y$, first gene ID in $Y$, last gene ID in $Y$</td>
</tr>
</tbody>
</table>
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Abstract

Comparative genomics considers the detection of similarities and differences between extant genomes, and, based on more or less formalized hypotheses regarding the involved evolutionary processes, inferring ancestral states explaining the similarities and an evolutionary history explaining the differences. In this chapter, we focus on the reconstruction of the organization of ancient genomes into chromosomes. We review different methodological approaches and software, applied to a wide range of datasets from different kingdoms of life and at different evolutionary depths. We discuss relations with genome assembly, and potential approaches to validate computational predictions on ancient genomes that are almost always only accessible through these predictions.
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1 Introduction

Rearrangements were the first discovered genome mutations [1], long before the discovery of the molecular structure of DNA. Molecular evolutionary studies started with the reconstruction of the organization of ancient Drosophila chromosomes, from the comparison of extant ones [2]. However, it took almost 30 more years before the formal introduction of paleogenetics, as the field of reconstructing ancient genes [3]. Since then, the development of sequencing technologies and the availability of sequenced genomes has led to the introduction of paleogenomics, a field that aims at reconstructing ancient whole genomes using computational methods. The term paleogenomics can be understood in two ways: ancient genome sequencing [4], or the computational reconstruction of ancestral genome features, given extant sequences, offspring, and relatives [5]. We take it in the latter meaning, though we highlight several links between both interpretations.
Despite its early start as a molecular evolution problem, paleogenomics is still in its infancy. Whereas evolution by substitutions has been studied extensively from the 1960s, and has now well established mathematical and computational foundations, evolution by genome scale events such as rearrangements looks almost like a fallow field. Two reasons can be invoked. First, rearrangement studies require having fully assembled genomes, and genome assembly is still an extremely challenging problem, resulting in a small number of available genomes, compared to gene sequences for example. Second, the state space of sequence evolution is very small (4 possible nucleotides or 20 possible amino acids per ancestral locus), leading to computational problems that are much easier than the rearrangement ones, which work on the basically infinite discrete space of possible chromosomal organizations (gene orders for example). However, none of these reasons is biological, and recent progresses in technology and methodology are susceptible to quickly change this situation.

There have been tremendous methodological developments over the last 10–15 years. Standard and principled computational methods are now able to propose reconstructions of the organization of ancestral genomes over all kingdoms of life: mammals [6, 7], insects [8, 9], fungi [10], plants such as monocotyledons [11–13] (reviewed in [14]) and dicotyledons [13–16], bacteria [17–19]. Prospective ad hoc methods have attempted the reconstruction of more ancient animal proto karyotypes: amniotes [20–22], bony fishes [23–25], vertebrates [20, 21, 26], chordates [27], or even eumetazoa [28].

Here, we review some of the existing methods for reconstructing ancient gene orders, focusing on their methodological principles, strengths, and weaknesses. We detail the data preprocessing steps that are necessary to use these methods. We finally review the available software and give an insight on the possible validations of ancestral genomes.

2 Preliminaries: Material and Preprocessing

The starting material of comparative paleogenomics is composed of extant genome sequences and assemblies. These are often available in public databases such as Ensembl and the UCSC Genome Browser [29, 30]. A genome assembly is a set of linear or circular DNA sequences (we refer the reader to [31] for a recent review on genome assembly). Depending on the combination of the properties of the sequenced genomes (repeats in particular), the sequencing technology, and the assembly algorithm, the assembled sequences can be at various levels of completion, from full chromosomes (in which case the genome is said to be fully assembled) to scaffolds or contigs (fragmented assembly); for the sake of
exposition, we use here the term chromosome for an assembled contiguous DNA sequence. The fragmentation of extant genome assemblies has a significant impact on the quality of reconstructed ancestral genomes, which will be discussed in Subheading 3.4.

To reconstruct the organization of ancient genomes from the comparison of extant ones, it is first necessary to define sets of markers on extant genomes, that is, DNA segments defined by their coordinates on the genomes (chromosome or scaffold or contig, start position, end position, reading direction). Markers are clustered into families with the desired property that two markers in the same family are homologous over their whole length, and two markers from a different family show no or limited homology.

Gene families, available in some databases [29, 32], are good candidates for being markers, though intersecting genes and partial homologies can be a problem for certain methods. Markers can also be obtained by constructing syntenic blocks from whole genome multiple alignments [33], Chapter 11, or by segmenting genomes according to pairwise alignments [34], or searching ultra-conserved elements (UCEs) [35] or virtual probes [36]. These methods are useful for example when considering genomes that exhibit low gene density.

Whether the considered markers are genes or other genomic markers, the identification of genomic marker families is both a fundamental initial step toward reconstructing ancestral genomes and a challenging computational biology problem, with links to sequence clustering, whole genome alignment, and phylogenetics, among others. There is currently no standard method or tool that is universally used and many applied works rely on ad hoc methods for this important preprocessing step.

Depending on combinatorial properties of the algorithms used to infer ancient genome organization from the comparison of extant genomes, several restrictions might need to be applied on families of genomic markers. Most methods require that no two markers overlap on a genome, as this might induce some ambiguity regarding their relative order along their chromosome. Other methods might also require that every genome contains at most one marker per family (unique markers) or at least one marker per family (universal markers), or both (unique and universal markers). Enforcing such constraints requires extra preprocessing of an initial marker set. Nevertheless, we consider now that we have obtained, for a set of extant genomes of interest, a dataset of genomic markers, that will serve as input to reconstruct the organization of one or several ancient genomes.

Eventually, a comparative approach requires phylogenetic information relating one or several ancestral species of interest to a set of extant species whose genome data are available. This information can range from a fully resolved species phylogeny with branch
lengths [6, 7], to a partition of the extant species in three non-empty groups that define a single ancestral species (two groups of descendant species and one group of outgroup species). So in the extreme case of considering a single ancestral species, a minimal dataset is composed of genome information for a set of three extant species, composed of two species whose last common ancestor is the ancestral species of interest and one outgroup [37].

### 3 Ancestral Reconstruction Methods

All methods consider a genome as a set of circular or linear orderings of markers, representing chromosomes or chromosomal segments. This implies that the exact markers’ physical coordinates are transformed into a relative ordering of markers. It induces a loss of information which can have an influence on the result [38] but it is universally used. Then methods differ in their strategies: either they model the evolution of these arrangements of markers by evolutionary events such as duplications, losses, rearrangements, or they model the evolution of more local syntenic features/characters such as the physical proximity of sets of markers. In the following, we call adjacency (resp. interval) a pair of (resp. a set of at least three) markers that either occur contiguously along an extant genome or are assumed to occur contiguously along an ancestral genome.

The first strategy (evolution of whole genomes) quickly leads to computational tractability issues. The second strategy (evolution of local syntenic characters such as adjacencies and intervals) benefits from a standard evolutionary toolbox modeling the evolution of presence or absence of a character, and tractability issues are postponed to a final linearization step where local characters are assembled into chromosome scale arrangements of markers. Linearization procedures then benefit from standard algorithms originating from algorithms for computing physical maps of extant genomes [39].

#### 3.1 Whole Genome Evolution

We first describe the approach that considers the evolution of genomes seen as sets of linear or circular orders of markers, i.e., roughly permutations that can possibly be separated into several chromosomes. Evolutionary events like inversions, translocations, transpositions, fissions, and fusions, all subsumed in the now standard Double Cut and Join (DCJ) model [40], are susceptible to alter these genomes. The reconstruction of ancestral genomes then aims, given marker orders representing extant genomes at the leaves of a species phylogeny, at assigning marker orders for all ancestral nodes, maximizing a mathematical criterion according to the chosen evolutionary model. Most of the time this criterion is the parsimony score, which is the minimum number of events
transforming a permutation into another \([41]\), also called the distance, although some methods consider a likelihood criterion.

For most rearrangement models that do not include duplications, the distance between two genomes can be computed efficiently. But even the simplest non-pairwise ancestral genome reconstruction problem, the median problem reconstructing a genome minimizing the distance in a tree with only three leaves, is already NP hard \([42]\). Adding duplications makes all problems hard even for the comparison of two genomes \([41]\). Hence, with duplications considered, reconstructing rearrangement events that happened along the branches of a tree is not tractable either.

Heuristics for the ancestral genome reconstruction problem usually follow the strategy of assigning an initial genome arrangement to each internal node of the tree and then iteratively refining the solution by solving the median problem for internal nodes until no further improvement in the overall tree distance can be achieved. The implementation of GASTS \([43]\) improves over previous methods applying this strategy by trying to find a good initial arrangement avoiding local optima. Using adequate subgraphs for heuristic assignment of the median, this method can handle multi chromosomal data with unique and universal markers. Another approach is based on the Pathgroup data structure \([44]\) storing partially completed cycles in a breakpoint graph \([41]\) for each branch in the phylogeny. Graphs are greedily completed and eventually form genomes at all internal nodes. This solution can be used as an initialization prior to local iterative improvements based on the median again using the Pathgroup approach. An interesting property of Pathgroup is that it can handle whole genome duplications. The method MGRA \([45]\) on the other hand relies on a multiple breakpoint graph combining all extant genome organizations into one structure. MGRA then searches for breaks in agreement with the species tree structure transforming the breakpoint graph into an identity breakpoint graph. While MGRA requires unique and universal markers, it has recently been extended to handle unequal marker content \([46]\). More complex models of evolution have been considered, which include duplications for example \([47, 48]\), but are tractable only under some specific condition, such as the hypothesis that rearrangement breakpoints are not re-used \([47]\).

Some methods adopt a probabilistic point of view, like Badger \([49]\), a software using Bayesian analysis under a model where circular genomes can evolve by reversals. It samples phylogenetic trees and rearrangement scenarios from the joint posterior distribution under this model by MCMC implementing different proposal methods in the Metropolis–Hastings algorithm. It is a similar local search to the heuristic on the minimization problem, but instead of giving a single solution without guarantee as an output, it provides a sample of solutions from a mathematically grounded
distribution. However, it faces the same tractability issues concerning the convergence time.

Finally, a simpler rearrangement distance is the Single-Cut-or-Join (SCJ) distance [50] that models cuts and joins of adjacencies. With this model the ancestral reconstruction becomes tractable. Ancestral genomes that minimize the SCJ distance can be computed efficiently using a variant of the Fitch algorithm [51] in polynomial time; however, constraints required to ensure linear or circular ancestral marker orders result in mostly fragmented ancestral genomes. In [52], a Gibbs sampler for sampling rearrangement scenarios under the SCJ model has been described. It starts with an optimal fragmented scenario obtained as described above and then explores the space of co-optima by repeatedly changing the scenarios of single adjacencies.

3.2 Genomes as Sets of Adjacencies and Intervals: Mapping Approaches

The linear or circular orders of markers can be seen as sets of adjacencies and intervals, instead of permutations. Then each adjacency or interval can be considered independently, as a separate syntenic feature, which evolves within the larger context of whole genomes. This independence assumption allows computing quickly ancestral states for adjacencies and intervals. The main problem is that the collection of ancestral adjacencies and intervals is not guaranteed to be compatible with a linear or circular ordering.

We describe here a family of approaches that focus on a single-ancestral genome and consist of two main steps, which are inspired by the methods initially developed to compute physical maps of extant genomes:

1. Genomes of related extant species are compared to detect common local syntenic features, such as marker adjacencies or intervals, that are then considered candidate ancestral features for the ancestral genome of interest. Common features are not necessarily conserved from an ancestor due to convergent evolution or assembly errors for example, so this method generates false positives. In some methods, each local syntenic feature is weighted, according to its pattern of presence/absence in extant species genomes, to represent a confidence measure in the hypothesis it is indeed an ancestral syntenic feature.

2. A maximum weight subset of the potentially ancestral local syntenic features (detected in the first step) is selected that is compatible with the genome structure of the considered ancestral species (linear/circular chromosomes, ancestral copy number of markers, etc.) and is then assembled into a more detailed ancestral genome map.

The case of unique markers: The initial applications [6, 7] of these physical mapping principles to ancestral genome organization reconstruction considered unique markers, i.e., markers that are
assumed to occur once and exactly once in the ancestral genome of interest.

In several methods [7, 10, 22, 53] step 1, the detection of common adjacencies and intervals and the inference of ancestral adjacencies and intervals, is implemented using a Dollo parsimony principle: any group of markers that are colocalized in two genomes of extant species whose evolutionary path in the species phylogeny contains the ancestral species of interest is deemed to be a potential ancestral syntenic feature. Here by colocalized we mean that the group of markers occur contiguously in both extant genomes regardless of their relative orders but without any other marker occurring in between; so the marker content of both occurrences of the colocalized group of markers in the extant genomes is identical while the marker orders can differ. Groups of two markers are adjacencies, while groups of more than two markers are intervals. Variations on the principle outlined above can be considered, such as relaxing the Dollo parsimony criterion or considering only adjacencies (see [6] for example) or considering probabilistic inference of ancestral adjacencies [54, 55].

Given a set of local ancestral syntenic groups, the second step aims at selecting a maximum weight subset of these groups that is compatible with the considered genome structure and does not contain any syntenic conflict, defined as a marker that is deemed adjacent to more than two other markers. Several methods such as Infercars [6] and MLGO [54] consider only marker adjacencies; these adjacencies define a graph whose vertices are markers and weighted edges represent adjacencies, and aim at computing a maximal set of weighted adjacencies that form a set of paths, each such path being then a linear order of markers called a Contiguous Ancestral Region (CAR). This problem is equivalent to a Traveling Salesman Problem (TSP) and is NP hard. It is addressed in [6] through a greedy heuristic and in [54] using a standard TSP solver. However, as shown in [56], if the linearity of CARs is relaxed and circular CARs are allowed, the optimization problem of selecting a maximum weight subset of adjacencies that forms a mix of linear and circular CARs is tractable and can be solved by reduction to a Maximum Weight Matching (MWM) problem.

When intervals are considered in addition to adjacencies, ancestral adjacencies and intervals can be encoded by a binary matrix, in the same way as hybridization experiments are encoded by binary matrices in physical mapping algorithms. The problem of extracting a conflict free maximum weight subset of adjacencies is then NP hard in all cases, i.e., even if a mix of circular and linear CARs is allowed. Traditionally, it is solved using either greedy heuristics or branch and bound algorithms (ensuring an optimal solution when they terminate). Moreover, when intervals are considered, CARs might not be completely defined and are represented using a PQ tree data structure that has been widely used in physical mapping
algorithms [39] and is related to the classical combinatorial concept of Consecutive Ones Property (C1P) (see [7] and references there). The software ANGES [53] and ROCOCO [57] are, so far, the only ancestral genome reconstruction methods that consider intervals of markers and encode CARs using PQ trees.

Last, when markers are assumed to be unique in the ancestral genome of interest but are subject to insertion or loss during evolution, the model of common adjacencies and intervals might be too stringent. In this case, the notions of gapped adjacencies and intervals were introduced that allows for some flexibility in the definition of conserved group of markers. However, this implies also that the C1P model is too stringent and needs to be relaxed into a gapped C1P model, in which optimization problems are NP hard [58, 59].

These approaches have been used on various datasets, including mammalian genomes [6, 7, 60], the amniote ancestor [22], fungi genomes [10], insect genomes [8], plant genomes [12, 16].

Non-unique markers. If markers exhibit varying copy numbers in extant genomes, they cannot be assumed to all occur once and only once in the considered ancestral genome. The first issue is then, for a given marker, to infer its ancestral copy numbers. This is a classical evolutionary genomics problem, for example to infer the gene content of an extinct genome. Given a model of gains and losses of markers, it is possible to compute a more likely ancestral content [61, 62], or content that minimizes the number of gains and losses [63], by a Dynamic Programming (DP) algorithm following the general pattern of the Sankoff-Rousseau algorithm [64].

Once copy numbers of ancestral markers, or bounds on such copy numbers, have been obtained, the two-steps approach outlined in the previous paragraphs can be applied: first, local syntenies (adjacencies and intervals) are detected using similar notions of adjacencies and intervals (we refer the reader to [65] for an overview of interval models when duplicated markers can occur) and are weighted according to their conservation pattern, and, in a second step, a maximum weight subset of local syntenies is computed that is compatible with the marker copy numbers. This second problem is known as the C1P with multiplicity \((mC1P)\) and has been shown to be NP hard in general; the only tractable case requires considering only adjacencies and allowing an unbounded number of circular CARs [56, 66]. Moreover, when markers have a copy number higher than one and only adjacencies are considered, a conflict free set of adjacencies does not define unambiguously a set of CARs; this issue is similar to the well-identified problem of determining the location and context of repeats in genome assembly [67]. This issue can be addressed, at least partially, by considering intervals framed by non-repeats (repeat spanning intervals) as described in [68, 69]. Finally, when variation of copy numbers can be attributed
to Whole-Genome Duplications (WGD), specific methods based on a combination of gapped adjacencies and TSP algorithms have been proposed and applied to fungi and plant data [70].

3.3 Adjacency Evolution along Gene Phylogenies

We now discuss a variant of the approach described in the previous section, which still considers genomes as sets of adjacencies between markers, but assumes that evolutionary scenarios for marker families are also available and focuses on all ancestral genomes of the species phylogeny at once. Due to its similarity with traditional character-based phylogenetics, we rely on the standard phylogenetic vocabulary and call genomic markers *genes*. To summarize this approach, ancestral adjacencies are inferred, as previously, but using an optimization criterion and the available gene phylogenies both as a guide and a constraint.

**Input: gene trees and adjacencies.** This phylogeny-based approach requires as main input a fully binary rooted species phylogeny, and *reconciled phylogenies* for all gene families. This means that for all gene families, a rooted and annotated phylogenetic tree is required, depicting the whole history of the marker in ancestral and extant species in terms of speciations (S), duplications (D), transfers (T), or losses (L), where a transfer is the event of a species acquiring a genomic segment from another species (horizontal/lateral transfer). These reconciled gene trees can be obtained by several methods and software, depending on the set of evolutionary events one wants to consider (DTL or DL only), on the models and methods (parsimony or probabilistic approaches, joint or sequential reconstruction of the tree topology and reconciliation) [71–73]. Some databases also provide gene trees or reconciled gene trees [29, 32]. A reconciliation yields a presence pattern of ancestral genes in ancestral species. The leaves of these trees are the extant genes, and its internal nodes and events define ancestral genes.

The other information needed by the methods is the list of the gene adjacencies in the extant genomes. As defined above, we usually consider that two genes are adjacent if there is no other gene in that dataset between them, although here again relaxed notions of adjacencies can be considered.

**Adjacency evolution:** As genes and species, gene adjacencies also evolve. They can be gained, lost, duplicated, and transferred for example. The core element of the phylogeny-based methods we describe in this section is to infer the evolution of these adjacencies along the gene phylogenies, which themselves evolve within the species phylogeny. This leads to the inference of adjacencies between ancestral genes, i.e., ancestral adjacencies, and thus provides elements of the organization of genes in ancestral species. The currently available methods compute an evolutionary history of the adjacencies by either minimizing a discrete parsimony criterion or
maximizing a likelihood within a probabilistic framework. The main
difficulty in such methods is to infer adjacencies evolution scenarios
that are consistent with the evolutionary history of the considered
genes, encoded in their respective reconciled gene trees (see Fig. 1).
The result of this approach, which considers each adjacency inde-
dependently of all other adjacencies (like in the methods described in
Subheading 3.2 but unlike those in Subheading 3.1), is a set of
ancestral adjacencies for each ancestral species. As it is not guaran-
teed that these adjacencies are compatible with a linear structure,
linearization methods such as [56] or global evolution methods
such as [74] can be applied to infer valid ancestral gene arrange-
ments, for each individual ancestor. This approach was followed in
DupCAR [75], which imposes some constraints on the gene trees,
and in the family of DeCo algorithms that we describe below.

**DeCo algorithm family.** The inference of adjacency histories is
computed by Dynamic Programming techniques, implementing
the rules of transmission of an adjacency from an ancestor to a
descendant. As in the previous methods, at any point, a rearrange-
ment can break or form an adjacency. But in addition, when a gene
undergoes an event (Birth, Duplication, Loss, Transfer), an adja-
cency that has this gene as extremity necessarily changes: it can be
gained, lost, duplicated, or transferred according to the evolution-
ary pattern of its extremities. The algorithm proceeds in three steps.
A first step is to group adjacencies that may share a common
ancestor in classes. Then, each class is examined independently
using a DP algorithm that generalizes the Sankoff–Fitch parsimony
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**Fig. 1** Propagation of adjacencies *(red)* along gene phylogenies *(black and blue)* reconciled with a species
phylogeny *(green)*. This figure represents the evolutionary history of five extant adjacencies $a_1$ to $a_5$ sharing a
common ancestor $a_0$ in agreement with the history of the genes present at their extremities. The double gene
duplication on the left side induces an adjacency duplication, whereas the single-gene duplication on the right
side does not. Events such as gene losses or rearrangements make adjacencies lost or broken.
algorithms on binary alphabets; here the binary character is the presence or absence of an adjacency that evolves along pairs of reconciled gene phylogenies. Last, a backtrack step infers an unambiguous parsimonious evolutionary scenario for each adjacency.

This principle has been first implemented in parsimony when gene trees are reconciled in a duplication/loss model [76]. Following this initial model, several extensions have been proposed, which we outline briefly now. DeCoLT is an extension of DeCo that allows modeling the lateral transfers of genes between species, a frequent evolutionary event in bacterial evolution [18]. Two probabilistic extensions were recently introduced: in [9], the optimization criterion is a maximum likelihood criterion, while DeClone [77] implements a probabilistic approach to parsimony by allowing sampling evolutionary scenarios according to a Boltzmann-Gibbs probability distribution. Last, Art DeCo [78] has been introduced to handle fragmented extant genome assemblies (see the next section). DeCo and its variants all run in polynomial time allowing using them on large-scale datasets such as 69 eukaryotic genomes [76, 79].

3.4 Handling Fragmented Extant Genomes

Ideally, to reconstruct an accurate and complete organization of one (or several) ancestral genome(s) with a comparative approach, one would like to rely on the complete chromosomal organization of the considered related extant genomes. However, currently, most genome assemblies are incomplete and can even be highly fragmented\(^1\). This fact is due to the prevalence of sequencing technologies producing short and accurate reads that do not allow assembling repeated regions [67]. Recent improvements in sequencing technologies (for example long read sequencing protocols), as well as advances in processing methods (for example hybrid assemblies [80, 81] and gap closing methods [82–84]), make it possible to obtain the complete genome organization of microbial genomes [85]; however, the problem of genome assembly is still hard for large eukaryotic genomes [86].

Fragmented extant genome assemblies are characterized by the fact that chromosomes are split into several contigs or scaffolds, whose relative order and orientation is not known. This missing information on order and orientation of these scaffolds might hide conserved syntenies such as marker adjacencies, which leads to similarly fragmented ancestral genome organization. One can see the problem of reconstructing the organization of ancestral genomes as similar to genome mapping or scaffolding problems, in which case ancestral genome reconstruction and extant genome assembly can be considered a unique problem that consists in ordering genomic markers whether ancient or extant. The
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\(^1\) see the GOLD database for example [https://gold.jgi.doe.gov/statistics](https://gold.jgi.doe.gov/statistics).
algorithmic similarity between these two problems has been remarked [87] by noting a similarity between the breakpoint graph [41], used for the reconstruction of gene order in ancestral genomes, and the de Bruijn graph [88], used in genome assembly. This observation has led to the recent development of approaches aiming at improving extant genome assembly in an evolutionary framework that reconstructs jointly ancient genome organization.

This similarity was first exploited by Munoz et al. [89], to give an order and an orientation to scaffolds by contig fusion with the construction of the breakpoint graph of a reference genome and a target genome to assemble. The concept was taken further by Aganezov et al. [90]. They considered several related extant genomes (possibly at various levels of fragmentation) and applied simultaneous co-scaffolding of all extant genomes, under the hypothesis that fragmentation breakpoints are not the same (i.e., between the same markers) in all species and conserved syntenies can thus be detected, although with a weaker conservation signal. The core of their method is an extension of the classical breakpoint graph to more than two genomes [45, 46] and follows the parsimony principle on permutations (see Subheading 3.1). In consequence the method is limited to a small number of species (less than 10) and does not handle duplications.

Another alternative is an extension of the DeCo algorithm (see Subheading 3.3), called Art DeCo [77]. The method scaffolds several fragmented-related genomes by reconstructing gene adjacencies evolution. The method is based on a parsimony principle that considers gains and breaks of adjacencies, but also the cost of creating scaffolding adjacencies in extant genomes but is applied independently to each adjacency, thus avoiding the computational tractability issue of a parsimony approach on permutations. Art DeCo can handle a large number of species (several dozens) as well as gene duplications. The linearization issue however propagates to extant genomes: neither extant nor ancestral genomes are guaranteed to be compatible with a linear or circular structure, and linearization algorithms are needed as a post process.

3.5 Using Ancient DNA

In addition to extant genomes, ancient DNA (aDNA) extracted from archaeological or paleontological remains can provide direct evidence about the contents and structure of an ancient genome. Early works using aDNA concentrated on mitochondrial DNA not older than a few 1000 years, recovered for example from quagga [91], extinct moa [92], cave bears [93], or Neanderthal [94]. Later, advances in sequencing technologies and in aDNA recovery protocols [95] opened the way to the sequencing of nuclear aDNA in even older samples of bacteria like *Yersinia pestis* [96, 97] or mammals like the extinct woolly mammoth [98] or ancient horses [99].
However due to postmortem DNA decay and degradation by nuclease, only short fragments of aDNA can be recovered. Subsequently, the retrieved sequences are usually aligned to references and variants are identified keeping aDNA damage patterns in mind, precluding the analysis of more complex rearrangements between the ancient and extant genomes [100]. While a contig assembly based on such data can be expected to be quite fragmented, classical scaffolding approaches can often not be applied to aDNA data, due to the nature of the aDNA capture process for example. Hence, comparative phylogenetic methods following principles similar to the ancestral reconstruction methods described above have to be used to order and orient the obtained contigs. Combining aDNA sequencing data with comparative methods is therefore useful in two ways: scaffolding of a fragmented aDNA assembly while improving the reconstruction of other, probably older ancient genomes in the phylogeny. We outline this approach below.

Given sets of contigs from aDNA assemblies assigned to internal nodes of the species phylogeny, one first needs to define a common set of markers between the ancient contigs and extant genome sequences. Each family of markers should then consist of at least one ancient contig fragment and its occurrences in several extant genomes. An iterative segmentation approach based on mappings of ancient contigs to extant genomes is described in FPSAC [69] although other fragmentation or synteny blocks construction algorithms can also be applied [34, 101].

Once marker families have been obtained using aDNA and extant DNA data, the methods outlined in the previous sections can be applied directly. For example, the FPSAC method [69] computes copy numbers for markers using discrete parsimony, infers potential ancestral adjacencies using the Dollo parsimony principle, linearizes these adjacencies using the MWM algorithm introduced in [56], and clears ambiguities due to repeated markers using the algorithms of [68]. Moreover, as the set of markers is likely not covering the whole ancient genome, gaps between adjacent markers in scaffolds need to be filled. In FPSAC, the corresponding extant gaps are identified and their sequences are aligned. Then, for each column of the alignment, the parsimonious ancestral state is reconstructed with the Fitch algorithm [51]. This approach has been successfully applied to a set of aDNA contigs from the human pathogen *Yersinia pestis*, which was obtained from remains of victims of the Black Death pandemic in the fourteenth century [102].

### 3.6 Software

We review in Table 1 below the main existing software implementing the principles described in the previous sections.

### 3.7 Validation

Validation is a constant concern in evolutionary studies. Different hypotheses, different methods, and different types of data may lead to different results [103], and their quality is difficult to quantify.
Predictions concern events that can be up to 4 billion years old, and no DNA molecule is preserved, even in exceptional conditions, more than 1 million years. And even for the rare cases when ancient DNA is available, it is often not for ancestral genomes, and assembly issues make it hard to use it for validation purposes (see Subheading 3.5).

Theoretical considerations about the models and methods can help to assess the validity of the results. Agreement with widely accepted biological hypotheses, statistical consistency, computational complexity, clarity, and validity of the underlying hypotheses have to be discussed [104]. For example, a majority of the methods presented in this chapter are based on parsimony, which assumes that the possibility of convergence or reversion is negligible, while all statistical studies tended to show that it was not the case [105]. Models have to find a good balance between realism, consistency, and complexity. An important feature of a methodology is whether it is able to provide several alternative equivalent solutions.

<table>
<thead>
<tr>
<th>Name</th>
<th>Adjacencies</th>
<th>Intervals</th>
<th>Permutations</th>
<th>Parsimony (Pa)</th>
<th>Probabilistic (Pr)</th>
<th>Insertions and losses</th>
<th>Duplications</th>
<th>Transfers</th>
<th>Exploration of alternative solutions and/or support of solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANGES</td>
<td>A/I</td>
<td></td>
<td></td>
<td>Pa</td>
<td></td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>FPSAC</td>
<td>A/I</td>
<td></td>
<td></td>
<td>Pa</td>
<td></td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>DeCo*</td>
<td>A</td>
<td>Pa/Pr</td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>DupCAR</td>
<td>A</td>
<td>Pa</td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>ROCOCO</td>
<td>A/I</td>
<td></td>
<td></td>
<td>Pa</td>
<td></td>
<td></td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>MGRA2</td>
<td>P</td>
<td>Pa</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>MGLO</td>
<td>A</td>
<td>Pr</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>Badger</td>
<td>P</td>
<td>Pr</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>GASTS</td>
<td>P</td>
<td>Pa</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>Pathgroup</td>
<td>P</td>
<td>Pa</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Infercars</td>
<td>A</td>
<td>Pa</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
</tbody>
</table>

Col. 1 records the name of the method. Col. 2 indicates which type of method it implements, either genomes as permutations (Subheading 3.1), or genomes as sets of adjacencies and intervals (Subheadings 3.2 and 3.3). Col. 3 records if it uses a parsimony assumption or a probabilistic approach. Col. 4 indicates if the method allows unequal marker content in extant and ancestral species. Col. 5 indicates if the underlying evolution model considers gene duplication. Col. 6 indicates if the underlying evolution model considers gene transfers. Col. 7 indicate if alternative solutions can be provided (through sampling for example) or if there is a measure of support for features of the provided solution. References of the listed methods: ANGES [53], FPSAC [69], DeCo and variants [9, 18, 76–78], DupCAR [75], ROCOCO [57], MGRA2 [45, 46], MGLO [54], Badger [49], GASTS [43], Pathgroup [44], infercars [6].
(most of the time an optimal or a likely solution is not unique), or better, a sampling of possible solutions according to a likelihood. At least, if this is not possible, statistical supports of local features such as ancestral adjacencies can provide a robustness. 

Though it is not possible to travel in time, nor to replay the tape of evolution, it is possible to experimentally generate some lineages and test reconstruction methods on them. It has been realized for ancestral sequence reconstruction purposes, but it is very expensive, time consuming, and usually generates easy instances where all methods perform equally well. It has never been done for chromosome organization, although some experiments could theoretically be used as benchmarks.

Another validation technique is to compare the results with similar ones produced by independent data and techniques. For example, molecular evolutionary studies can compare their results with fossil data. Bioinformatics ancestral genome reconstructions have, for example, been compared with reconstructions from cytogenetics data. But as for ancient sequences, each kind of protocol has caveats, and none can be considered as the truth.

The main validation tool remains simulation. Genome evolution can be simulated in silico for a much higher number of generations than in experimental evolution, at a lower cost. There are at least two issues that need to be considered for the simulation, where no general consensus exists: the set of operations applied, and the parameters (e.g., relative frequencies) of the different operations, if more than one type is used. Moreover, they are often designed by the team developing the inference method, and even if they are designed to be used by another team for inference, they originate from a community interested in proving the validity of inference methods and are based on similar models that underly the reconstruction methods. Situations where the teams developing the inference methods and testing them are separated from the start are very rare and, in their current state, existing testing schemes are not complex enough to be used for ancestral genome organization reconstruction yet. Nevertheless, this is likely an important aspect of ancient genome reconstruction methods that needs to be developed.

4 Conclusion—a Short User Guide

There has been an important effort, mostly over the last 10 years, in the development of computational methods for the reconstruction of ancestral genome organizations. Choosing a method among the many that are available requires considering several variables, such as the nature of available data, evolutionary properties of the considered lineages, computational infrastructures.
If a dataset is large (more than ~10 species), or if it contains many duplications that are deemed important to consider, it is better to look at methods that consider genomes as sets of adjacencies or intervals rather than permutations. The latter is appropriate for a small number of small genomes, provided duplicate markers can be ignored and a reasonable amount of computing power is available. In that case probabilistic methods as Badger should be preferred, because it proposes a sample of solutions based on grounded statistical principles, instead of a unique solution of a heuristic, but it is the most computationally intensive.

In all other cases, in our opinion, a local approach with adjacencies and intervals should be favored. If duplicates can be ignored (unique markers), ANGES is the most flexible tool, which allows retrieving most information (common intervals in addition to adjacencies). Otherwise, assuming duplicated markers are important and need to be considered, if good gene or marker phylogenies are available, the DeCo method and its variants are a natural choice providing the most comprehensive evolutionary scenarios. The choice of the variant depends if lateral transfers are considered, or the considered genomes are poorly assembled. In the absence of good reliable gene phylogenies, MGLO and FPSAC (used without aDNA data) are the only available methods.
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Chapter 14

Comparative RNA Genomics

Rolf Backofen, Jan Gorodkin, Ivo L. Hofacker, and Peter F. Stadler

Abstract

Over the last two decades it has become clear that RNA is much more than just a boring intermediate in protein expression. Ancient RNAs still appear in the core information metabolism and comprise a surprisingly large component in bacterial gene regulation. A common theme with these types of mostly small RNAs is their reliance of conserved secondary structures. Large scale sequencing projects, on the other hand, have profoundly changed our understanding of eukaryotic genomes. Pervasively transcribed, they give rise to a plethora of large and evolutionarily extremely flexible noncoding RNAs that exert a vastly diverse array of molecule functions. In this chapter we provide a—necessarily incomplete—overview of the current state of comparative analysis of noncoding RNAs, emphasizing computational approaches as a means to gain a global picture of the modern RNA world.

Key words Long noncoding RNA, RNA secondary structure, Chromatin, Alternative splicing, Evolution

1 Introduction

Protein-coding genes share the strong statistical patterns implied by the coding regions. Hence they are relatively easy to identify in genomic DNA and specialized methods can be used for their analysis that capitalize on the information amino acid sequences and their usually extensive sequence conservation. Noncoding transcripts and genes, on the other hand, are extremely heterogeneous and in general cannot be handled by a single computational approach.

A key result of systematic high-throughput sequencing studies [1–3] is that an overwhelmingly large fraction of a mammalian genome is transcribed in some cell type, tissue, or developmental stage. Many of these transcripts are expressed only at very low levels or in very specific circumstances [4]. The discussion whether these “dark matter transcripts” are biological reality or technical artifacts seems to have been (largely) settled in favor of the reality of pervasive transcription [3, 5]. Unexpectedly large numbers of noncoding transcripts have also been observed in many other organisms.
including yeast [6–8], plants [9], protists [10], and even in procar
yotes [11–13].

The genomic annotation of ncRNAs in general lacks behind the
annotation of coding regions, at least in part owing to the diversity
of ncRNAs and their often lineage-specific phylogenetic distribu-
tion. The classification and nomenclatures of the diverse groups of
RNAs are still not a settled issue. Long noncoding RNAs (lncRNAs)
are often defined as ncRNAs longer than 200 nt while lacking
coding potential and essentially grouped into a single class of
ncRNAs in spite of their apparent diversity [14]. This rather arbi-
trary definition of a 200 nt length cutoff originates from experi-
mental protocols [15]. Its widespread and uncritical use
unfortunately gives rise to some confusion and inconsistencies in
the literature. For instance, small bacterial RNAs (e.g., ryfA RNA
[16]) are often longer than 200 nt long, and ribosomal RNAs,
telomerase RNAs, long snoRNAs [17], etc. are also usually consid-
ered as separated types of RNAs. We will use lncRNA here to refer
to all those non-protein-coding RNAs that do not fall into one of
the well-studied groups of structured RNAs. These in particular
include long mRNA-like RNAs (mlncRNAs) that are processed in a
similar way as mRNAs but lack coding capacity, and long intergenic
ncRNAs, lincRNAs, which we understand as lncRNAs located
outside protein coding genes and are not anti-sense or processed
from introns of other annotated genes. The latter type of transcripts
are included among the lncRNAs. Both mlncRNAs and lincRNA
are thus subsumed here in the class of lncRNAs.

Some RNA classes, in particular transfer RNAs (tRNA), ribo-
somal RNAs (rRNAs), and the RNA components of RNAse P and
the signal recognition particle date back to the last common ances-
tor of all extant life forms. Small nucleolar RNAs have been direct-
ing chemical modifications of rRNA since the common ancestor of
Archaea and Eukarya. Eubacteria have evolved a plethora of regu-
latory RNAs, both independent small RNA genes (sRNAs) and
genic RNA elements. In Eukarya, the RNA interference RNAi
pathway has given rise to an ever increasing system of endogenous
small RNAs. The biology and evolution of these RNA classes have
been reviewed many times in the recent past, hence we will make no
try to discuss these comparative well-understood entities in
detail. Instead, we refer to reviews [18, 19] and some recent surveys
of microRNAs [20] and snoRNAs [21–24] and the references
therein.

This chapter intends to provide a broad overview of ncRNAs at
genomic scales, with an emphasis on comparative aspects. We start
with a discussion the different aspects of conservation in RNAs,
which is both more diverse and more difficult to handle computa-
tionally than conservation of coding sequence. For details on the
computational techniques and underlying algorithmic principles of
the many bioinformatics tools mentioned throughout this chapter, we refer a recent book [25] and the list of references.

The distinct features of RNA conservation (Subheading 2) form the basis for homology search and homology based annotation of ncRNAs, discussed in Subheading 3. Subheading 4 is then devoted to de novo methods for detection of functional RNA elements and the associated difficulties. We finish with a short overview of RNA interactions, and recent advances in sequencing methods, and open questions.

2 Hallmarks of Conserved RNA

2.1 Structured RNAs

The best studied classes of ncRNAs heavily rely on their spatial structures. As a consequence, both the 3D structure and the underlying pattern of base pairs, that is, their secondary structure is highly conserved over evolutionary timescales. Extensive computer simulations have shown, on the other hand, that RNA secondary structures are very fragile against randomly placed mutations. About 15–20% of sequence divergence is sufficient to completely destroy similarities of secondary structures [26, 27]. The preservation of secondary structure in the presence of appreciable sequence divergence therefore is a highly efficient statistical predictor for negative selection and thus biological function of RNA (secondary) structure.

2.1.1 Secondary Structure Prediction

Since RNA function is so tightly coupled to its structure, structure prediction lies at the heart of many computational approaches. While some mechanisms, say the binding of a small molecule by a riboswitch, depend on the detailed three-dimensional RNA structure, it is often sufficient to consider secondary structure, i.e., the set of Watson-Crick base pairs. This is fortunate since secondary structure is computationally much easier to handle than tertiary structures. As early as 1978, Ruth Nussinov [28] noted that the RNA secondary structure with maximum number of base pairs can be found by an efficient dynamic programming algorithm, whose computational effort scales as \( O(n^3) \), i.e. with the cube of the sequence length. In 1981, Zuker and Stiegler [29] extended this algorithm to compute the minimum free energy structure with respect to a loop-dependent energy model of the type that is still in use today.

Many extensions and variation of this basic algorithm have been formulated over time. In order to deal with inherent inaccuracies of structure prediction, most practitioners advocate methods that do not rely on the prediction of a single optimal structure. Instead, one can predict a set of suboptimal structures [30, 31], or rigorously compute the partition function over all possible structures [32]. From the partition function one can derive the probability
of individual base pairs, or even sample structures from the equilibrium ensemble [33].

Of particular interest for our purposes are methods that compute the common structure of a set of related sequences from an alignment. RNAalifold [34, 35], for example, is a straightforward extension of energy directed folding to an alignment, using the averaged energy as well as a simple covariance term for scoring. Pfold [36, 37] employs a simple stochastic context free grammar, but has a more sophisticated covariance score based on a phylogenetic tree. PETfold [38] uses the evolutionary framework of Pfold to constrain evolutionary supported base pairs in energy folding for each of the sequences to obtain a consensus structure. Given good input alignments these methods achieve much better accuracies than single sequence folding methods.

2.1.2 Sequence Biases

Organisms with AT-rich genomes exhibit substantially increased GC levels both in the exons of their protein-coding genes and in their structured ncRNAs. The effect can be exploited to find ncRNA candidates with the help of a simple Hidden Markov Model that distinguishes an AT-rich background from a GC-rich foreground [39]. While the background can be trained on the overall genomic nucleotide distribution, easy-to-find ncRNAs such as tRNAs and ribosomal rRNAs serve to parametrize the foreground. The approach was successful for both prokaryotes (Pyrococcus) [39] and eukaryotes (Dictyostelium discoideum) [40]. Recently, a detailed analysis of IncRNAs in mammals showed that their exons are also more GC-rich than their introns [41]. The relatively high GC content of many ncRNAs is presumably explained by the need to stabilize functionally important secondary structures.

2.1.3 Thermodynamic Stability

Selection pressures for increased stability not only affect sequence composition. There is good evidence that most RNAs with well-conserved secondary structures have free energies of folding that are significantly more negative than random RNAs of the same length and nucleotide composition [42–44]. The effect is conveniently quantified as a z-score \( z(x) = (f(x) - \mu(x))/\sigma(x) \), where \( f(x) \) is the observed folding energy for sequence \( x \), and \( \mu(x) \) and \( \sigma(x) \) are the mean and standard deviation of the energy distribution obtained by randomizing the order of the nucleotides in \( x \). As pointed out in [45], the values of \( \mu(x) \) and \( \sigma(x) \) depend on the definition of the shuffling procedure and for RNA are sensitive to dinucleotide content because of the energy contributions of stacked base pairs.

The Euler algorithm is very efficient algorithm for generating truly uniform random \( k \)-mer-preserving sequences [46–49]. It uses a random walk on the directed multigraph \( G \) whose vertices are the \((k - 1)\)-mers of the input and whose arcs two \((k - 1)\)-mers \( u \) and
that appear as consecutive infixes of the input. A random $k$-mer preserving permutation of the input corresponds to a random Euler walk in $G$ [48]. The Euler walks in turn correspond to the arborescences of $G$, i.e., the rooted directed spanning trees. Many efficient approaches to generate random arborescences are known, see [49] for a recent overview.

The computation of $\mu(x)$ and $\sigma(x)$ from shuffled sequences is demanding since it requires that each of the shuffled sequences be folded. Software tools that aim at genome-wide applications such as RNAz [43], RNAz 2.0 [50], and RNASurface [51] therefore replace the explicit computation of mean and variance by regression models for $\mu$ and $\sigma$ as a function of sequence features such as nucleotide or di-nucleotide frequencies. Support vector regression has proved very efficient in this context.

A parameter that is closely related to the thermodynamic stability of an RNA secondary structure is the average base pair distance

$$D := \sum_{S', S''} d_{bp}(S', S'') \frac{e^{-\beta f(S')}}{Z} \frac{e^{-\beta f(S'')}}{Z}$$

within a Boltzmann-weighted ensemble of the secondary structures of a given sequence $x$. The base pair distance $d_{bp}(S', S'')$ of two structures $S'$ and $S''$ formed by the same sequence is symmetric difference of their sets of base pairs. The sum over all pairs of secondary structures is of course infeasible in practice. A short computation shows, however, that it can also be expressed as $D = \sum_{i < j} p_{ij}(1 - p_{ij})$ in terms of the probabilities $p_{ij}$ that bases $i$ and $j$ are paired, which are readily computed with McCaskill’s algorithm [32]. In analogy to the folding energies, the $D$-values of functional RNAs can be compared to the expectation for randomized sequences using a $z$-score as normalized parameter, see Table 1.

### 2.1.4 Mutational Robustness

A more subtle indicator of functional RNAs is an increased level of robustness against mutations. On the one hand, one expects a second-order selective effect that increases neutrality whenever secondary structure is under stabilizing selection [53, 54], on the other hand there is also a correlation between thermodynamic stability and mutational robustness [55] in the sequence-structure map of RNAs [27]. A large number of indices of structural robustness have been proposed, many with the aim of identifying structurally disruptive mutations. To this end, structures may be encoded as minimum energy secondary structures, as the ensemble of secondary structures, or by means of the base pairing probabilities $p_{ij}(x)$. Among the commonly used measures of structural divergence are the average value of $|S(x) \Delta S(x')|$ [56], the number of disrupted base pairs in the reference $|S(x) \setminus S(x')|$ [57], the
Euclidean distance of base pairing probabilities \( \sum_{i<j} \left( p_{ij}(x) - p_{ij}(x') \right)^2 \) [58], the Kullback-Leibler distance between the Boltzmann-weighted ensembles of secondary structures [59], and the Pearson correlation of position-wise pairing probabilities [60]. A measure of overall robustness of the structure of \( x \) can then be obtained by averaging the divergence between \( x \) and all possible 1-error mutants. Recent work [57] shows that robustness parameters are indeed indicative of functional RNAs with conserved secondary structures.

2.1.5 Structural Conservation

The most successful indicator of functional RNAs remains, however, structural conservation. For a typical RNA structure about one third of mutations will be neutral [27]. At the same time, simulations suggest that with carefully selected mutations it is usually possible to change all positions in an RNA sequence without ever changing its structure [27]. Indeed, many ncRNA families exhibit highly conserved structures but surprisingly low sequence similarity, see, e.g., [61]. In helical regions one often observes so-called compensatory mutation: an AU pair in one sequence, for example, is replaced by a CG pair in another sequence. The terminology derives from the fact that the first of the two mutations (say A→C) would destroy the pairing, while the second (U→G) restores it again. When only one of the paired bases is changed, as in a GU to GC mutation, we speak of consistent mutations.

Compensatory mutations are often seen as the hallmark of conserved functional structures. Early attempts to decide whether a given alignment contains a conserved structures [62–64] relied mainly on counting such events. These methods, however, require

<table>
<thead>
<tr>
<th>ncRNA class</th>
<th>( N )</th>
<th>( z(\Delta G) ) Mono</th>
<th>( z(\Delta G) ) Di</th>
<th>( z(D) ) Mono</th>
</tr>
</thead>
<tbody>
<tr>
<td>tRNA</td>
<td>579</td>
<td>-1.84</td>
<td>-1.71</td>
<td>-0.5</td>
</tr>
<tr>
<td>5S rRNA</td>
<td>606</td>
<td>-1.62</td>
<td>-1.71</td>
<td>-0.7</td>
</tr>
<tr>
<td>Hammerhead III</td>
<td>251</td>
<td>-3.08</td>
<td>-3.17</td>
<td>-1.5</td>
</tr>
<tr>
<td>Group II–Intron</td>
<td>116</td>
<td>-3.88</td>
<td>-3.77</td>
<td>-1.2</td>
</tr>
<tr>
<td>SRP RNA</td>
<td>73</td>
<td>-3.37</td>
<td>-3.09</td>
<td>-</td>
</tr>
<tr>
<td>U5</td>
<td>199</td>
<td>-2.73</td>
<td>-2.38</td>
<td>-2.73</td>
</tr>
</tbody>
</table>

For samples of \( N \) sequences, \( z \)-scores computed for the folding energies \( \Delta G \) (for both mono- and di-nucleotide shuffling) and for the ensemble diversity, Eq. 1 are listed. Data compiled from [42, 52]
a fairly large number of compensatory mutations, which limit their sensitivity.

In the context of the RNAz program, Washietl et al. [43] introduced a measure called structure conservation index (SCI) to quantify structural conservation. The SCI compares the folding energy of individual sequences with that of the consensus structure

\[
SCI = \frac{E_{\text{cons}}}{E_{\text{single}}}
\]

Here, \( E_{\text{single}} \) is the arithmetic mean of the folding energies of each sequence in the alignment, while the consensus folding energy \( E_{\text{cons}} \) is obtained by RNAalifold [34].

The SCI only depends on folding energies, not on the structures themselves. While this may seem counterintuitive, it makes the measure less sensitive to errors in the predicted structures. A quite extensive comparison of different measures for structure conservation can be found in [58]. It confirmed the SCI as one of the best available measures for this purpose. In general, measures based on a predicted consensus structure performed better than those based on pairwise comparison of RNAs in the alignment. The SCI was recently extended from comparing individual MFE structures to consensus structures to comparing base pair probabilities of individual sequences to ensemble reliabilities as computed by PETfold [38, 65]. This Structure Ensemble Conservation Index, SECI, is employed in the analysis of the full scale screen on vertebrates using CMfinder (see below) [66]. It is worth noting that measures of structural conservation, or equivalently, of structural diversity, are in themselves not an appropriate measure for the correctness of a structure prediction over an alignment. That is, conserved structures may also be predicted in a consistently incorrect manner. Still, at least for sequences with enough variation to support covariance patterns, one may expect that the SCI or similar measures are well correlated with the accuracy of the predicted structure.

Several approaches also exist to quantify the covariation of individual base pairs or helices. Mutual information (MI) between two columns of an alignment is perhaps the most natural thing to use. Since MI is agnostic of rules for secondary structure formation, it can detect tertiary interaction as well as canonical base pairs at the price of requiring a fairly large number of sequences. For smaller alignments, ad hoc scores such as the RNAalifold covariance score or modified Mutual Information scores that consider only canonical base pairs tend to perform better [67]. A further improvement of this measure was introduced with RIIlogo, a tool for visualization of alignments and their RNA–RNA interactions [68].

Probabilistic models with an explicit phylogenetic tree can be employed as well. Here, one compares the likelihood to observe two columns of an alignment between two models of sequence
evolution, one where columns evolve independently (characterized by a $4 \times 4$ rate matrix) and one trained on pairs of columns representing known conserved base pairs ($16 \times 16$ rate matrix). Pfold uses this idea in the context of consensus structure prediction, while TRANSAT computes the log-likelihood score

$$
\Lambda(b) = \frac{1}{L} \log_2 \frac{P(b | \theta_{paired})}{P(b | \theta_{unpaired})}
$$

for all potential helices $b$ with length $L \geq 4$. PETfold extend Pfold [36, 37] by employing a two step approach where first the most reliable base pairs are found. These are then employed as constraints for the energy-based folding of the individual sequences.

Selective constraints on RNA structure can also be computed from explicit estimates of differences in substitution rates between paired and unpaired positions in structured RNAs relative to a background model of neutrally evolving DNA. For both hominids and drosophilids, substitution rates are drastically reduced. In fact, the estimated selection coefficients are significantly higher than for constraints at nonsynonymous sites of protein-coding genes [69]. A detailed model of the selective effects of compensatory mutations in RNA structures is discussed in [70].

2.2 Non-structured RNAs

Only a small subset of IncRNAs shows levels of sequence conservation comparable to protein-coding genes or the well-conserved families of structured ncRNAs. Nevertheless, a large fraction of IncRNAs is under measurable purifying selection [71–75]. As a consequence there is an ongoing discussion to what extent IncRNAs convey biological function or whether many or most of them are “Junk RNA” [76, 77]. Although important secondary structure elements have been suggested for several IncRNAs, the majority does not seem to be substantially enriched in evolutionary conserved RNA elements [78, 79]. In spite of this, it remains unclear which extent IncRNA might contain smaller RNA structures or domains to carry out essential functions [78, 80]. The methodology employed to conduct the RNA structure predictions is based on single sequence folding or structure predictions on sequence based alignments [75, 79]. Given the poor conservation of sequence in IncRNAs, significant conservation of secondary structures in non-aligned regions cannot be ruled out. Computational screens indeed report at least weak enrichments of conserved secondary structures overall [81]. The genome-wide screen for conserved RNA structures (CRSs) in vertebrate genomes using CMfinder for structural alignments revealed a slight enrichment of CRS towards the 5′ end of IncRNAs [66]. Although there is no enrichment elsewhere and most IncRNA do not host CRSs there are still predicted many CRSs on IncRNAs, for example, 22% of IncRNAs in GENCODE (v25) [4] host a CRS [66].
LncRNAs exhibit notably higher degrees of tissue specificity when compared to protein-coding genes. These expression patterns are almost as well conserved among orthologous lncRNAs as among orthologous protein-coding transcripts [82, 83]. Other authors, however, reported a substantially higher divergence of expression [84, 85]. The discrepancy seems to be explained by more or less restrictive definitions of the corresponding genes, since many lncRNAs also rapidly adapt their gene structures [82, 86].

Among more distant species, orthology of lncRNAs cannot be established unambiguously due to rapid sequence divergence. Several authors noted that lncRNAs can often be found at syntenic positions [82, 87, 88]. These also seem to have significantly correlated expression patterns, which may hint at analogous functions.

2.2.1 Conservation of Splicing Patterns

Sequence patterns along multi-exonic lncRNA loci resemble protein-coding genes. These mRNA-like lncRNAs (mRNA-like lncRNA) have exons that are more GC-rich than their introns. Furthermore there is good evidence for purifying selection preserving exonic splicing enhancers in both human and fruitfly [41]. Conservation of splicing, which may explain lncRNA function through the link between splicing and the recruitment of chromatin modifiers, indeed explains most of the purifying selection pressures acting on (m)lncRNAs [79].

Combining genome-wide multiple sequence alignments (MSAs) with carefully mapped transcriptome data readily yields a genome-wide comparative map of splice junctions. The available transcriptome data, however, are still concentrated on a few model organisms. The map is therefore plagued by very sparse data for most non-model organisms.

The propensity of a sequence interval to be a functional splice site can be evaluated computationally because both splice donors and splice acceptors features very well-defined sequence motives. A standard tool for this purpose is MaxEntScan [90]. It models the short donor and acceptor motives using a probabilistic model based on the “Maximum Entropy Principle.” In contrast to position weight matrices or (inhomogeneous) Markov models, it accounts for both adjacent and non-adjacent dependencies in the motives thus achieving increased sensitivity. For each known splice site known from transcriptome data it is therefore possible to determine whether the homologous position in a related species is also a functional splice site or not.

The combined map of experimental and computationally predicted splice junctions is highly specific and makes it possible to quantify in detail the evolution of mRNA-like lncRNA gene structures [89], see Fig. 1. Almost 40% of the individual splice sites and about 70–80% of human mRNA-like lncRNA transcripts appear to be conserved across the major eutherian families according to the computational...
analysis in [89]. These numbers are largely consistent with estimates based on the direct comparison of transcriptome datasets [83, 85] and the expression-based estimate mentioned above [75]. About 1/6 of the human lncRNAs has recognizable homologs in marsupials or even more distant, non-mammalian vertebrates [89]. These numbers have to be considered as lower bounds since they refer only to loci that are included in the genome-wide MSAs. The poor sequence conservation of most lncRNAs, however, severely limits the sensitivity of the MSAs at phylogenetic distances beyond family level.

### 2.3 Unspliced and Unstructured IncRNAs

With few exceptions, among them fungal U6 snRNAs [91], almost all of the well-structured ncRNAs are unspliced. There is, however, also a large class of other unspliced transcripts. In the human genome almost 5% of the protein-coding genes are not spliced [92]. It may not be a surprise that there is also large group of unspliced lncRNAs. These fall into at least four distinct classes: (1) intronic transcripts typically associated with protein-coding loci, (2) lncRNAs associated with long 3'-UTRs, (3) independent unspliced RNAs found in intergenic regions, and (4) an enigmatic class of very long macroRNAs.

Totally and partially intronic transcripts (TINs and PINs) that are usually unspliced and lack coding capacity have been reported in large numbers for both human and mouse [93–96]. This class

---

**Fig. 1** Conservation of lncRNAs determined by conserved splice sites. L.h.s.: An lncRNA is considered as conserved if at least one perfectly conserved splice junction is observed. R.h.s.: Evolution of introns in the lncRNA subset conserved in all five species. Data are shown for a stringently filtered subset of GENCODE human lincRNAs, thus gains are measured only along the lineage leading to human and losses only along the sister lineages. Adapted and redrawn from [89]
includes many unspliced long anti-sense intronic RNAs [97, 98]. Very little is known about their biogenesis and function. Presumably the best-studied example is the TIN ANRASSF1 [99], a pol-II transcribed, capped, and polyadenylated lncRNA that regulates the expression of the tumor suppressor RASSF1A expression via epigenetic mechanisms involving PRC2. Intergenic examples include the MALAT-1 and MENβ RNAs [100–102], two unusually well-conserved RNAs [103], as well as disease-associated RNAs such as PRNCR1 [104].

MacroRNAs covering up to several hundred kb were recently observed as highly expressed RNAs in signaling pathways [105] and in cancer cells [106]. Very similar transcripts such as Airn [107, 108] and KCNQ1OT1 [109] are involved in the regulation of imprinted loci. These enigmatic RNAs are very poorly conserved. At least some of them presumably function by transcriptional interference. Almost nothing, finally, is known about 3′-UTR derived RNAs [110].

A survey of unspliced lncRNAs based on EST data reported that only 15–20% of the unspliced EST clusters are conserved between human and mouse. Nevertheless there are more than 5000 syntenically conserved loci expressing unspliced lncRNAs in both human and mouse [111].

3 Homology Search

Homology search is the task of finding one or more sequences that are related to a known query, in our context an ncRNA, in a target sequence, usually an (unannotated) genome. Despite the power of blast and substantial progress in recent years, this is still a non-trivial problem. There are several effects that conspire to make the task difficult [112]: many ncRNAs are short, thus limiting the available information from the outset; most lncRNAs and many structured RNAs evolve rapidly at sequence level, preserving their sequences much less than their functionally important secondary structure elements; and in contrast to protein-coding sequences, insertions, deletions, and structural rearrangements appear to be much more frequent in RNA genes compared to their protein-coding sisters. The Rfam database forms the starting for homology based annotation for a vast number of RNA families. It contains in its current version 12.0 [113] 2450 RNA families; nevertheless, there are many RNA families, in particular from procaryotes, that are not yet included and for which in practice only individual sequences are available as queries.

3.1 Sequence-Based Methods

By far the most widely used tool for homology search of nucleic acid sequences is blast [114]. Exact semiglobal sequence alignment methods such as gotohscan [115] can provide a noticeable increase in sensitivity albeit at substantial computational costs.
maxAlike [116] predicts a maximum likelihood estimate for the nucleotide probabilities of an unknown homolog given a sequence alignment and a phylogenetic tree. The estimated sequence can then be used as an improved query in a sequence- or pattern-based homology search.

A limiting factor for the accuracy of blast is the small alphabet size. As a consequence, relatively long, gap-less seeds are required. This, however, limits sensitivity for many ncRNAs because insertions and deletions are quite abundant. Telomerase RNA, for instance, is extremely hard to find in a genome sequence because it does not preserve longer gap-less sequence regions [117]. On the other hand, alignment quality can be improved by including local context information [118]. Translating the sequence to a 16-letter alphabet to account for dinucleotides makes it possible to use blastp as search engine in conjunction with a suitably defined scoring scheme [119]. This leads to a significant improvement in sensitivity.

Several classes of structured noncoding RNAs can be characterized by a pattern of short but well-conserved sequence elements that are separated by poorly conserved regions of sometimes highly variable lengths. This situation is difficult for alignment-based methods. The fragrep tool combines pattern search with a chaining algorithm to accommodate such situations [120].

A general strategy for homology search in complex cases is to use a multi-step filtering procedure employing consecutively more stringent but computationally more expensive filters on smaller and smaller sets of candidate sequences. The fragrep tool can serve as one such filter. Profile-HMMs are another option. Both exact, i.e., provably loss-less [121], and much faster, heuristic HMMs [122] have been developed to preprocess the input for covariance models (discussed below). Specialized filter steps are also included in tRNAscan-SE [123], which after nearly two decades is still the best search tool specifically for tRNAs.

### 3.2 Secondary Structure Descriptors

A series of software tools utilize constraints on secondary structures. These fall into two broad classes: RNAMotif [124], rnaBob, or Palingol [125] provide descriptor languages to explicitly specify a search pattern. A different approach is taken by infernal and erpin, where the user input is a structure-annotated multiple sequence alignment from which the software itself computes a sequence-structure model that is suitable for search. Because of the practical and theoretical importance of covariance models we discuss the infernal approach separately in the following section.

One of the earliest descriptor-based search algorithms was RNAMOT [126]. It allowed the specification of stems and unpaired strands with variable lengths and primary sequence constraints. rnaBob (Sean Eddy 1996, unpubl., http://selab.janelia.org/software.html) provides an extension of this language and a more
versatile handling of mis-pairing within stems. The Palingol [125] language was inspired by functional programming. PatScan [127] provided increased flexibility by incorporating position weight matrices to represent sequence constraints. The most widely used tool of this class is RNAMotif [124] since it combines most of the capabilities of the earlier programs and a procedural language for evaluating and scoring pattern matches. The main practical drawback of all descriptor-based approaches is the need to construct the search patterns by hand. The Locomotif tool [128] alleviates many of the technical issues. Still, a human researcher has to know in detail what to search for. In particular for less well-studied RNA families, however, this knowledge is in many cases quite limited even for experienced experts [112].

erpin [129] therefore transforms a training alignment into a set of weight matrices for each structural element and then matches this matrix set against a sequence database. The advantage of this strategy, which frees the user from the construction of the search pattern, is also its major disadvantage: The user has little chance to modify the search pattern. A benchmarking study covering several training set-based RNA search programs can be found in [130].

3.3 Covariance Models

Rather than using models that are more or less explicitly based on prior knowledge of the structure in question, a probabilistic model can be extracted from a given input alignment annotated with a consensus structure. Just as a probabilistic model over protein or DNA sequences can be extracted and subsequently used to align other sequences to it, as in the case of Pfam [131] using profile hidden Markov models (HMMs), a similar strategy can be employed for sequence and secondary structure of RNAs.

With Covariance Models (CMs) this is precisely what is aimed for. The sequence modeling in CMs is very similar to that of an HMM, while the structure is modeled as a stochastic context-free grammar (SCFG), see, e.g., [132, 133], by including compensating base pairs or covariance patterns in the modeling. Where an HMM builds a statistic profile that is position specific, the CM takes the statistics of the covariance patterns of the input alignment into account. In brief, the alignment is represented by a number of states: match states representing single positions or positions with covarying (base pairs), mismatches, insertions, and deletions. These states emit nucleotides or base pairs with some probabilities to model a structure. The states themselves are connected by various transitions between the states modeling positions in the alignment and positions modeling base pairs, which also come with probabilities. All these probabilities are estimated from observed frequencies in the input alignment.

CMs are implemented in Infernal that comes with a suite of tools, such as cmbuild to build a model from an alignment and cmsearch to screen for matches on novel sequences. Sequences are
scored against the model to compute the most probable match over different states. This in turn determines exactly how the models’ structure is projected onto the sequence. The most recent versions of Infernal [134] use an efficient, nearly loss-less HMM filter to quickly reject potential matches that cannot yield high CM scores. This avoids a large fraction of the computational efforts and has led to substantial speed-up of the method. The calibration of the probabilities emitted by the CMs with random sequences makes it possible to estimate match probabilities and to compute E-values for a given match. Infernal has been used to create CMs for each of the RNAs in Rfam [113], the main database of structured RNA families. The CMs over these families are also becoming increasingly used for genome-wide annotations, see, e.g., [135, 136].

CMs require a sufficient number of known examples from an RNA family to gain discriminatory power. A method to bootstrap and automate the process of building CMs is presented in RNAlien [137]. In an iterative manner, new candidates sequences are found using blast, candidates are accepted or rejected after scoring with a CM, good hits are added to the alignment and the CM is rebuilt to make use of the new sequences.

4 Methods for Comparative RNA Structured Discovery

As discussed earlier, conservation of secondary structure is one of the hallmarks of functional RNAs. Many methods therefore target conserved RNA secondary structures, hence this topic takes center stage here. We deliberately ignore here the vast literature on transcript discovery from RNA-seq data and focus on approaches that are comparative and grounded in genomic data.

4.1 Sequence Alignment-Based Methods

4.1.1 Energy Directed Folding

Comparative methods require a set of homologous RNAs as input and it is natural to perform a multiple sequence alignment as the first step of the analysis. From this alignment a consensus structure can be predicted using several available methods. In particular RNAalifold [34] from the ViennaRNA package has been used as the basis for RNA gene finders. A nice property of RNAalifold is that it uses the same energy model employed for single sequence folding, making folding energies of alignment and single sequence folding comparable. Thus folding an alignment with only a single sequence, or identical sequences will give the same result as folding that sequence using RNAfold.

The perhaps first RNA gene finder based on consensus structure prediction was AlifoldZ [42]. It starts from the observation that folding energies, as assessed through z-scores, tend to be lower for RNAs with a functional structures than random RNAs. For single sequences the signal is, however, too weak for reliable classification. AlifoldZ therefore works with sequence alignments, replacing single sequence folding with consensus structure
prediction. A $z$-score is computed by comparing the energy of the consensus structure of the alignment with folding energies of randomized alignments. This requires a procedure to shuffle alignments as discussed in Subheading 4.5. Even with alignments of just two sequences this gives a huge improvement over single sequence $z$-scores and allows for reliable separation of true ncRNAs from decoys.

As discussed above, shuffling alignments is tricky, and the AlifoldZ shuffling procedure is not always able to remove all signal from the randomized alignments. SissiZ [138] therefore proposes an alternative way to obtain randomized alignments: It estimates a phylogenetic tree and substitution rates from the input alignment and uses this to simulate random alignments that will on average exhibit the same sequence composition and local sequence conservation. Since the simulation initially produces gap-free alignments, gaps are inserted afterwards wherever the original alignment had gaps. Importantly, the sequence simulation framework allows for dependencies between sites, which is used here to produce sequences that preserve dinucleotide frequencies. By replacing the AlifoldZ shuffling procedure with these simulated alignments, SissiZ yields a significant improvement in classification accuracy, especially when the dinucleotide model is used.

One disadvantage of both AlifoldZ and SissiZ is speed, since typically about 1000 shuffled (or simulated) alignments are used for $z$-scores estimation. In RNAz [43, 50, 139] $z$-scores are computed for each individual sequence in the alignment and then averaged. Computing the $z$-score $z = \frac{E - \mu}{\sigma}$ requires the mean $\mu$ and standard deviation $\sigma$ of folding energies for random sequences with the same composition. RNAz uses a regression SVM to predict $\mu$ and $\sigma$ and thus avoids costly sampling. The second criterion used is the SCI as a measure of structure conservation, see Subheading 2.1.5. The combination of SCI and $z$-score leads to a clear separation of native ncRNA alignments and decoys (generated by shuffling). For classification RNAz uses an SVM that takes $z$-score, SCI, sequence identity, length of the alignment, and number of sequences as input. The SVM is trained on a large body of native RNA alignments derived from Rfam, as well as shuffled alignments as negative set.

In version RNAz-2.0 the $z$-score computation was extended to use a dinucleotide shuffling as background. In addition, RNAz-2.0 provides two decision SVMs, one trained on sequence alignment (generated by ClustalW), the other on structural alignments generated by LocARNA. The dinucleotide background model increases classification accuracy, while structural alignments extend the applicability of RNAz to alignments with low sequence conservation.

Any of the methods evaluating secondary structure content is applied to individual sequence windows with a typical size on the
order of 100 nt. To conduct genome-wide screens, partially overlapping windows covering the available genome-wide alignments are excised and processed individually. Typically predictions for overlapping or adjacent locations are then collated in a post-processing step.

The pipeline proposed in [81] integrates two of the methods to assess secondary structure conservation: RNAz and SissiZ [138]. The hybrid algorithm first processes genomic alignments to remove identical sequences and sequences with high gap content and then submits cleaned input to the “best” structure prediction tool, which is determined based on the alignment’s sequence characteristics. The decision for a particular algorithm and scoring scheme was first trained on extensive benchmarking data.

4.1.2 Approaches Based on Covariance Models

One of the earliest methods to detect structured RNAs in aligned sequences was qRNA [140]. It takes a pair-wise sequence alignment, for example the output of BLAST [114], and predicts a conserved RNA structure of a pre-defined window of fixed sized length. Three scoring models are used. One model is a pair-SCFG that scores structure including evolutionary conversed compensating base changes. Another is an HMM model that scores coding sequencing including conserved codons. Finally a background or null model, a pair HMM model, accounts for evolving sequences without constraints on the individual positions.

An alternative version to the energy based model RNAz is to employ an SCFG based scoring scheme as done with EvoFold [141]. In contrast the MFE based strategy in Alifold and along the strategy of qRNA, EvoFold employs a phylo-SCFG, that is an SCFG that takes the branch length of the evolutionary tree into account and thereby weigh the sequences to reflect their evolutionary relationship. EvoFold employs a sliding window approach and in each window a structure is predicted using the Pfold phylo-SCFG while having two models one for single nucleotides and one for di-nucleotides describing non-pairing positions and base pairing positions in a stem, respectively. Two models are used, one scoring structured regions and one regions outside the structured regions and the final score is a log-likelihood under these two models. EvoFold was trained on the available sequences in Rfam at the time. The FDR of EvoFold was estimated to 62%. In subsequent work EvoFam was introduced as clustering of EvoFold predictions in 3’UTRs [142].

4.2 Structural Alignments

4.2.1 Computational Methods

The sensitivity of all methods that require sequence alignments as input is necessarily limited by the accuracy of the given sequence alignments. In fact, sequence-based whole-genome aligners regularly misalign structural ncRNAs [143]. Structure-based alignment, which could increase the sensitivity, has been prohibitive for genome-wide screens due to its high computational costs. While
it is still infeasible to apply Sankoff-based structural aligners such as FoldAlign [144–146], dynalign [147, 148], or locarna [149, 150] to complete genomes, it has become feasible to screen homologous regions that have been identified as syntenic.

Both dynalign and FoldAlign follow the original Sankoff algorithm [151] and include both energy and alignment scoring in a objective function. In contrast, locarna takes pre-computed base pairing probability matrices of the individual sequences as input and then uses a Sankoff algorithm with a very simple scoring model and a restriction to the frequent base pairs present in the input. This allows for a reduction of computational complexity as the low chance pairs can be filtered on the fly [149]. In FoldAlign the Sankoff algorithm is explicitly made local while a forward dynamic programming allows for a heuristic pruning scheme to reduce the computational complexity. For more details, we refer to [152].

While FoldAlign computes local pairwise structural alignments, CMfinder can conduct local structural alignment of multiple sequences [153]. The core idea of CMfinder is to consider a set of related, but unaligned sequences. Initially, the sequences are folded single-wise using RNAfold [154] to generate putative RNA structures. Conversely, small stretches of identical sequences are found by BLAST [114]. These are subsequently used as anchors to build CMs (using the Infernal) and these are then used to screen the sequences for further matches. An EM (Expectation-Maximization) step is, in similar ways to the sequence based motifs search program MEME [155], then used to refine the CMs, screen the sequences again and so on until convergence is obtained. More details can also be found in [156]. Detailed benchmarking studies of RNA structure prediction methods are described in [157, 158].

A simple approach is to use available genome-wide MSAs and to realign local slices, that is sliding windows, using more expensive and accurate methods. This idea has been tested for RNAz 2.0 [50], leading to a substantial improvement in accuracy. More recently, the REAPR pipeline [159] introduced a very efficient banding technique for multiple RNA alignments making possible to apply an enhanced version of locarna [149] to improve MSAs on a genome-wide scale. Coupled with RNAz 2.0 the REAPR realignments also resulted in a substantial increase of sensitivity [159].

Whereas these screens explicitly make use of the sequence based alignment, free structural alignment screens have also been carried out, but under the constraint that the sequences are corresponding to one another in the genomic context. In that regard an early screen was made using an older version of FoldAlign, where alignable regions between human and mouse (as of UCSC genome browser) were used to anchor unaligned sequence [160] that are potential homologs. The borders of a block of sequence-based
alignment were used to extend (sequence-wise) the corresponding unaligned sequences until reaching another block of sequence-wise alignment, gaps or repeat sequence. Hence on all the pair-wise regions not aligned in sequence, these were fed into FoldAlign. The resulting screen was subsequently analyzed experimentally including northern blots [160].

The CMfinder tool was applied to a bacteria over 5’UTRs extracted from genes with conserved domains [161]. Through a range filtering steps both of evolutionary and score-wise nature 22 resulting candidates were obtained. CMfinder was also employed on the early ENCODE project data covering 1% of the human genome [162] and in contrast to the combined RNAz and EvoFold ignored the multiple sequence based alignments and processed the sequences unaligned [163]. Thus corresponding genomic sequences between the mammalian/vertebrate genomes were structurally aligned from scratch. A composite score was employed that weighted two ratios, all multiplied by the number of species. The first is the ratio of sequence conservation and the average sequence identity, and the second is the ratio of the number of base pairs in the consensus sequence and the length of the obtained alignment. The FDR was estimated to 50%. Interestingly, the overlap to the RNAz and EvoFold is not large (see Fig. 2). At first glance this might appear as a surprise given that the methods are attempting to solve the same task. Obviously this shows that all methods can be improved, but given that the three methods employ three fairly disjoint strategies this is not a surprise and the full pictures should be seen as a complement of all three methods.

CMfinder was recently applied to a genome-wide screen of the human genome searching structurally aligned and thereby predicted conserved RNA structures (CRSs), using ~160 CPU years resulting in ~780,000 hits covering ~516,000 regions with an estimated FDR of about 14% [66]. The screen revealed enrichment for CRSs in several functionally defined classes of elements most notably transcribed regulatory regions. Compared to the screen of the 1% ENCODE regions, the scoring scheme has substantially been updated. Although this approach is similar to EvoFold’s phylo-SCFG, it deviates in numerous ways including taking poorly conserved regions into account (neutral evolution or alignment errors), use a simpler model of base-pairs, indels and other gaps, and as indicated above takes folding energies into account.

4.3 Structured RNAs in Coding Regions

The worlds of protein-coding genes and those of noncoding RNAs (ncRNAs) are often seen as clearly separated. A small number of examples from both prokaryotes and eukaryotes, reviewed in [164], demonstrate that this is not strictly true, however: there are evolutionary conserved functional RNA structures that are superimposed on well-conserved, functional ORFs. Important examples are the mammalian steroid receptor activator gene SRA
Although a recent study did not confirm significant covariation of the predicted base pairs [166], the fruitfly oscar RNA [167], or internal ribosome entry sites (IRES) of some viral coding genes [168]. Recent finding suggests the phenomenon of dual functions both as a coding mRNA and a structured ncRNAs may be much more common than previously thought [169, 170].

Computational approaches point in the same direction. At present RNAdecoder [171] is the only tool specifically designed to recognize evolutionary conserved RNA secondary that is superimposed on an ORF. With its help statistical evidence for a large number of such elements has been reported in [172]. More recently, it was shown that RNAz also functions on coding regions albeit with reduced specificity [173]. A screen of fruitfly genomes suggested that there should be at least hundreds of transcripts with dual functions. In an ORF-centered approach, strong evidence for large-scale superposition of additional functions, including RNA second structure, was reported for both fly [174] and mammalian genomes [175].

### 4.4 Evaluating Large Scale Screens

It is a common feature of all the classification tools for structured RNAs discussed in the previous section that they perform nearly perfectly in discriminating the well-conserved structured RNAs compiled by the Rfam database from random genomic locations or shuffled decoys. In genome-wide applications, however, the very large numbers of test are performed and, more crucially, many or
most of the screened alignments blocks differ drastically in conservation and sequence composition from typical Rfam alignments. Such inputs, however, may be misclassified with much higher frequencies than those used for training. To a certain extent, this effect is reduced by training the classifiers on shuffled alignments that preserve important characteristic of the positive training data; still little can be said about regions of the feature space that are not populated by test or training instances.

Shuffling techniques can be used to destroy the secondary structure signal in an input alignment while at the same time preserving all other important features of the input. A “mock” (background) screen that evaluates a shuffled version of all input alignments from the real (foreground) screen yields an estimate of the number of false positive predictions. All classification tools also provide some scoring parameter $\lambda$ that expresses each method’s internal confidence into a particular prediction. For instance, RNAz reports the classification confidence of its support vector machine, EvoFold reports a length-normalized likelihood-ratio score, CMfinder computes a pscore by essentially adding a model for poorly conserved regions to the EvoFold scoring, and a heuristic $P$-score was developed for the FoldAlign approach. This parameter can then be used to control the false discovery rate by simply counting the number $F(\lambda)$ of predictions in the real (foreground) screen with a score not worse than $\lambda$ and the number $B(\lambda)$ of predictions in the mock (background) screen with a score not worse than $\lambda$. The false discovery rate for cutoff $\lambda$ is then $\text{FDR}(\lambda) = B(\lambda)/F(\lambda)$ [176]. It is important to keep in mind that this estimate of the FDR is only as good as the approximation of the true background by the shuffled alignments. The FDR($\lambda$) can also be broken into bins of sequence identity and GC content, as these two covariates often impact prediction quality, e.g. [66].

Two distinct approaches are available for generating the background: (1) the selection of background data from the genome, or (2) the construction of artificial background data. For studies that focus their foreground on particular regions of the genome one may choose regions from the remainder of the genome as background. Ideally the background sample matches the foreground in as many potentially confounding factors as possible. Of course, one needs to have reason to believe that the feature of interest is really confined to foreground set. Because of the pervasive transcription of most genomes, it seems difficult to argue that some genomic regions will be devoid of evolutionary conserved functional RNAs. In such a setting, the background model has to be created artificially using an appropriate randomization technique.
4.5 Alignment Shuffling Techniques

Shuffling methods for alignments are conceptually based on shuffling approaches for sequences. Correspondingly, shuffled alignments correspond to permutations of alignment columns. In addition to the preservation of sequence composition and, in more modern approaches, dinucleotide patterns, however, it is also necessary to control gaps in the shuffled alignments [43].

The AlifoldZ program [42] introduced a shuffling procedure that would swap columns of an alignment only if the two columns exhibit the same gap pattern and similar level of sequence conservation. This works well for smaller alignments, however, for alignments with many sequences of low similarity, often not enough pairs of columns eligible for swapping can be found, so that the randomization is incomplete. A standalone version rnazRandomizeAln.pl is available as part of the RNAz suite. shuffle-pair.pl [177] simultaneously preserves dinucleotide frequency, gaps, and local conservation in pairwise sequence alignments. Multiperm [178] preserves not only the gap and local conservation structure in alignments of arbitrarily many sequences, but also the approximate dinucleotide frequencies.

4.6 A Puzzling Lack of Consistency

Over the last decade genomic screens for conserved RNA structures have been conducted with different methods that evaluate blocks of aligned sequences. The results consistently showed disappointingly little overlap between the different methods. A closer inspection of the distributions of sequence conservation, GC content, and depth of the sequence alignment, however, reveals that the “sweet spots” of the different methods are very different, and times nearly mutually exclusive.

For example, RNAz 1.0 favors high GC content and rather moderate levels of sequence conservation, while evofold focuses on AU-rich sequences with substantially higher conservation, Fig. 2a. Similarly, sissiz, sizziz with ribosome-like scoring, and RNAz 2.0 clearly operate optimally in very different regimes [81]. The FoldAlign-based approach [160], which evaluates structural alignments, operates largely in a regime that is inaccessible to all methods that require sequence alignments as input.

Despite an excellent classification performance on benchmark sets of (mostly) structured RNAs taken from the Rfam database, estimates of FDR obtained from shuffled sequences remain as high as 50–80% for single classifiers such as RNAz [50]. Both the FoldAlign screen in [160] and the CMfinder screen in [163] had estimated false positive rates of 50%. More complex strategies as pursued in [81] can reduce the FDR to about 5–20% by choosing the most effective classifier as a function of GC content and sequence conservation in the alignment block. Improved scoring schemes including the GC content used in a recent CMfinder-based survey [66] also reduced the FDR to about 14%.
FDR estimates can differ dramatically depending on the shuffling method used to construct the background model. In particular, preservation of dinucleotide frequencies (a major difference between RNAz 1.0 and RNAz 2.0) has a major beneficial impact [50]. There seems to be also an influence of the phylogenetic group under consideration. FDR estimates for drosophilids, for example, are systematically smaller than for mammals (RNAz 1.0, for instance, reports 56 vs. 81% [50, 180]).

The inclusion of known 3D motifs may serve as an efficient filter for predicted RNA structures. For example, recently, it was shown that combining RNAz screens with searches for RNA 3D modules can lower the FDR of the RNAz [181]. This combination led to a decrease of the original FDR of 47% by down to a factor of 4 using sissiz shufflings. An issue with such methods is, of course, that they are restricted to previously cataloged 3D motifs such as K-turns and thus may introduced systematic biases towards certain ncRNA classes.

4.7 RNA Genes from Conserved Splice Sites

Splicosomal splice sites are marked by highly conserved sequence motifs that can easily be recognized by position-specific weight matrices or similar statistical models [182]. It is possible, therefore, to identify evolutionary conserved splice donors and acceptors in multiple sequence alignments. In combination with additional machine learning techniques that evaluate the sequence between consecutive splice donor/acceptor pairs, either short introns [183] or short exons [184] can be identified with very high specificity from genome-wide MSAs alone. To increase the specificity for the large genomes of vertebrates, species specific PSSM models of splice site motives were extended to a full evolutionary model encapsulating the position-wise evolution of the sequence motifs [184]. The approach has led to the discovery of several evolutionary well-conserved mlnRNAs. It has been made obsolete, however, by the availability of cost-effective transcriptome data.

4.8 RNA Gene Finding in Procaryotes

The special structure of procaryotic genes has been employed to help identify sRNA genes. In particular, promoter and terminator elements are identifiable in many bacterial species. In particular rho-independent terminators, which feature a characteristic stem-loop structure can often, but not always, be identified directly from the genomic sequence [185, 186]. It is important to notice that some, and possibly many, bacterial clades do not seem to have this type of terminator elements [11]. In particular in extremophiles, functional RNAs are also distinguished by their base composition [39]. Pipelines such as ISI [187] and sRNAPredict2 [188] and their successors such as [189] integrate comparative genomics approaches with the search for procaryote-specific features. A recent study combines several secondary structure prediction tools and comparative approaches such as qrna and RNAz into a
multi-objective meta-method, effectively capitalizing on the different sensitivities and specificities of the individual methods and their different optimal regimes [190].

A very different approach is taken by NAPP [191, 192]. It is based on the idea of phylogenetic profiling, i.e., the distribution of conserved elements non-protein coding RNA elements across a phylogenetically diverse set of bacterial genomes. Clusters of similar sequences with a phylogenetically coherent distribution, or whose presence/absence pattern match that of proteins, are likely candidates for noncoding RNAs. CMfinder has been applied to discover large (structured) bacterial ncRNAs, structured RNAs in general as well as ribozymes [161, 193–195].

As in eukaryotic systems, however, the importance of de novo gene identification is declining with the availability of large RNA-seq data sets for virtually all newly sequences genomes. Nevertheless it remains an important and non-trivial topic to distinguish functional ncRNA genes and regulatory RNA elements form other noncoding parts of the genome.

5 Target Prediction

5.1 General Principles

The search for an RNA target usually relies on the prediction of RNA–RNA interactions. A wide variety of methods have been developed for this task with a wide array of different application scenarios in mind. We refer the reader to [196–198] for comparisons of different methods in a benchmarking studies and focus on the underlying models and algorithmic ideas in the following.

Early approaches for RNA–RNA interaction prediction such as GUUGle [199] were based on the detection of complementary regions using modified alignment strategies. Individual base pair models such as in TargetRNA [200] or Rsearch [201] follow a similar idea but introduced a simplified energy function for scoring inter-molecular base pairs. The optimal duplex under this model can be determined using a fast alignment-like algorithm. The first full thermodynamic model for the interaction duplex was provided by RNAhybrid [202], which implements a restricted version of the Zuker algorithm.

However, it soon turned out that the internal structure of the participating RNAs has to be taken into account, since the RNA–RNA interaction between complementary regions can be blocked by such internal structures. In principle, two different strategies for integrating internal structures have been pursued. The first one is to predict a common secondary structure for the two interacting RNAs. However, from the computational point of view, this corresponds to the problem of folding pseudoknotted structure and thus is NP-complete [203].
5.2 Restricted RNA-RNA Interaction Models

Thus, several simplifications of the problem have been considered. The first one are co-folding approaches [204, 205], which search for nested structures in the concatenation of the input sequences. However, due to the condition of a nested interaction structure, co-folding approaches exclude many possible interactions such as kissing hairpins. One solution to this problem is suited for the case that we have only one continuous interaction site and has been introduced with RNAup [206]. Here, the influence of intramolecular base-pairs is summarized into an accessibility term as follows. To allow for an interaction between different RNAs, the interaction sites have to be free of intra-molecular base pairs (accessible). The probability of the sub-population of structures with accessible interaction sites can be calculated using a modified version of the McCaskill algorithm [207]. The log-transform of the accessibility probabilities, i.e., the corresponding ensemble energies, are then added to the duplex energy as a penalty for making the interaction sites accessible. Finally, the interaction with the minimal combined energy is the one predicted as the optimal one. RNAup, however, is too time consuming for genome-wide approaches as it has to store in the dynamic programming (DP) table the start and end for each putative interaction site to determine the correct accessibility. There have been two different approaches to reduce this complexity. The first one is IntaRNA [208], which uses a heuristic strategy that does not require to store the ends of interaction sites in the DP tables. In addition, IntaRNA enforces a seed region in the interaction, which is a short region (usually around 7 nucleotides) of perfect or near perfect complementarity. Albeit being a heuristic and faster version of RNAup, the seed requirement in IntaRNA seems to compensate for the heuristic choices as the prediction performance of IntaRNA and RNAup is essentially the same [209]. The other strategy is implemented in RNAPlex [210]. Here, the calculation of the accessibility probability for the whole site is essentially approximated by a Markov-Chain with a limited history, which also avoids to store the end of interaction sites in the DP table.

5.3 RIP Model

RNAup, IntaRNA, and RNAPlex can predict kissing hairpin interactions, but are restricted to one continuous interaction site. One possibility is to extend the idea of accessibility-based calculation of RNA–RNA interactions to more than one interaction sites by determining the joint accessibility of several sites [211–213]. The other possibility is to determine a full interacting structure in a restricted structure model that includes kissing hairpins but disallows so-called zig-zag conformations [203] to avoid NP-completeness. This has first been implemented in the IRIS software [214], and was later extended in [203] to a more general energy model, often referred to as the Alkan model. Partition function algorithms for this problem allow to calculate melting temperatures and interaction probabilities [215, 216].
5.4 Conserved Interaction Sites

Albeit these interaction prediction methods mentioned so far are successfully predicting true interactions, the false positive rates in genome-wide screens are usually too high. One possible solution is to search for conserved interactions, however, two different interpretations of conservation have been considered. The first extends the idea of alignment based folding approaches such as RNAfold [34, 35] for searching conserved RNA structures to RNA–RNA interactions. They determine conserved interaction duplexes, which can be found by searching for conserved base pairs between the alignment of an sRNA and the alignment of a putative conserved target. Examples are Petcofold [65, 217] and ripalign [218]. The existence of a conserved duplex, if found, is a very strong signal for a true interaction. Specialized RNA-RNA interaction prediction tools have been developed for snoRNA target prediction that takes into account the highly specialized structural of the interaction regions [219–222].

However, as shown in [223], the interaction site itself, especially on the target mRNA, is oftentimes not significantly conserved in true interactions. This can be explained by asymmetric nature of sRNA or miRNA regulation, where a single small RNA has a large number of non-homologous targets. As a consequence the small RNA is under extreme selective constraint to maintain its interaction site or sites, while the population of targets, usually mRNAs, shows rapid turnover. To cope with this situation, CopraRNA [224] implements a relates notion of conserved interactions by dropping the requirement of a conserved duplex or interaction sites and instead requiring only the presence of a predicted interaction between homologous sRNA/mRNA pairs in different species. This is achieved by combining the scores of the interaction of a specific sRNA and its putative targets across different species. Technically, this is solved by determining \( p \)-values for all possible interactions in each of the considered species. The \( p \)-values for the same interaction across different species are then combined using an inverse normal method. CopraRNA yields a much lower false positive rate in comparison to single genome methods as discussed before.

5.5 Fast Genome-Wide Approaches

For large scale, genome or transcriptome-wide applications efficient filters for candidate interactions are required. In this context, index-based string search methods are of interest. The first application of this type was GUUGLE [199], dedicated to identify miRNA/mRNA interactions in plants. It employs a suffix array based search that accommodates G-U wobble pairs. In RIsearch a simplified energy model, neglecting intra-molecular interactions is implemented to increase speed [201]. In RIsearch2 the seed and extend paradigm is integrated directly in the same code, and a data index
structures are made for both query and subject (database) sequences resulting in genome-wide applications [225]. This strategy was employed in other applications such as transcriptome-wide siRNA offtarget analysis allowing to siRNAs to be ranked by their offtarget volume, genome-wide calculations of clusters of miRNA targets and fast filtering of targets of the predicted structured RNAs in genomic sequence.

6 RNA Structure-Seq Methods

In the last few years several high-throughput methods have become available that use chemical and enzymatic probing coupled with next generation sequencing as readout. Computational analyses have focussed on integrating the measurements into RNA folding programs. This is typically achieved by interpreting SHAPE reactivity data measures to pseudoenergies [226–228]. Using different models of bonus energies, the same approach can also be used for chemical probing DMS [229] or enzymatic probing (PARS [230, 231]). The use of such “soft constraints” has been shown consistently to improve the accuracy of structure prediction [232]. The latest versions of the ViennaRNA package provides a generic handling of such external data [233, 234]. At present, very little comparative work has been done with this type of data. In principle, structure-seq data could be either compared directly between homologous species or used to first improve the structure predictions and then to use existing methods of RNA structure comparison.

7 Concluding Remarks

Despite the flood of RNA-seq data even the best studied genomes feature rather incomplete ncRNA annotations owing to both computational and experimental difficulties. Low expression levels and highly specific spatio-temporal expression patterns make it difficult to obtain exhaustive transcript catalaogs. Poor sequence conservation, on the other hand, makes it difficult to establish homology through the conservation of secondary structure or splicing patterns. The restriction of computational surveys to syntenic regions somewhat simplified the problem. The rapid evolution of the genomes themselves, however, leaves much territory hard to access. Recent surprising discoveries such as the highly structured large bacterial RNAs reported in [193] clearly demonstrate that our knowledge of the “RNome” is still far from complete.
A general concern affecting all studies of lncRNA evolution are potential ascertainment biases in the initial sets. Annotation efforts tend to favor well-characterized transcripts and appear to be biased against unspliced transcripts. In addition, 3’ ends of non-poly-A transcripts are often poorly determined, and even many gene models of protein-coding mRNAs are likely truncated. While it is likely that qualitative patterns summarized in this chapter hold true, specific quantitative statements maybe subject to change with more complete data sources.

Comparative genomics of RNA is still a rapidly evolving field with many exciting topics having received little or no attention from a comparative perspective. A rapidly growing field of research is the investigation of RNA–protein interactions at global scales. Experimental techniques such RIP, CLIP, and ChIRP coupled with high throughput sequencing as readout are starting to paint a comprehensive picture of the universe of RNA binding proteins. Their interaction with RNAs typically requires specific sequence patterns and in many cases also a preferred structural environment [235]. It remains an exciting question to what extent evolutionary conserved RNA–protein interactions contribute to the conservation of DNA sequence elements and the many conserved secondary structure features. A large fraction of well-annotated long noncoding RNAs is involved in chromatin-related processes. Many of them appear to target multiple specific chromosomal locations [236, 237]. As in the case of RNA–protein interactions, it remains to be seen to what extent such RNA–DNA interactions are maintained over large evolutionary times.

Recent advances in RNA biochemistry and high throughput methods have led to the discovery of systematic chemical modifications of many classes of RNA molecules beyond the classical example of tRNAs, spawning a new research field of *epitranscriptomics* [238–240]. The impact of the many post-transcriptional chemical modifications on RNA structure and functions is still largely an open question. Even less is known about their evolutionary computation.

Currently available model of RNA evolution assumes that RNA structures are conserved by maintaining exact patterns of base pairing. This is not necessarily the case however. It may suffice at time to maintain the overall show of a molecules. PKR, for example, recognized long co-linear stem structures [241], which may be realized by co-axial stacking in quite different secondary structures [242, 243]. Conceivably, large numbers of RNA structures escape detection because structural conservation and sequence homology are incongruent, as in the example of stem-sliding in Fig. 3. Attempts to model their 3D structure promise substantial advances in such cases.
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Introduction

In the last decade, Next-Generation Sequencing (NGS) techniques have been revolutionizing the study of genomes in all domains of life. Due to their unique features, viral genomes are a special case in this context. Most viruses have relatively small genomes if compared with bacteria and eukaryotes and these small genomes often lack extensive repeated regions, which are a major problem with assembly and analysis of eukaryotic genomes [1]. On the other hand, viruses are extremely diverse and only a small fraction have been sequenced; therefore, new genomes are often completely different from all the others in our databases. This is exacerbated...
when we consider new uncultured viruses obtained from environmental communities by metagenomic approaches [2, 3].

Furthermore, a whole new layer of complexity is added to the analyses of viruses as they are the only organisms known for carrying genomic information as RNA molecules. RNA viruses, which are probably present in all environments, have small genomes (usually <20 kb) and maintain a strict gene complement among viruses within a given species [4]. This contrasts with large DNA viruses, which are much more variable. Whereas all HIV isolates contain the same set of genes (although may be subject to recombination), different vaccinia viruses (200 kb DNA genome, used to vaccinate against smallpox) have a common set of essential genes and a variable set of host range/virulence genes [5]. This situation can be much more extreme among the DNA phages that infect bacteria. The diversity among these viruses is so great that sometimes only a few genes in a genome show any similarity to other genomes in the same taxonomic family [6]. This is in part because historically, structural similarity has been used by the International Committee on Taxonomy of Viruses (ICTV) to group viruses instead of genome sequence comparisons.

New strains of known virus species are constantly being added to the GenBank database, and so are completely new species with little or no similarity to previously characterized viruses. Keeping up with the analysis of this data is a serious challenge due to the complex nature of viral genomes and ever-increasing amount of data. Comparative analyses allow a mechanism for characterizing and extracting meaningful information from novel sequences, often through pairwise sequence alignments. Thus, alignments have been successfully used to retrieve functional similarities and homolog information in all different kinds of species, including viruses.

It is worth mentioning that standard algorithms may present some limitations concerning the analysis of viral sequences and, for this purpose, specific approaches and tools have been created to address this matter [7, 8]. Also, bioinformatics resources, such as the Viral Bioinformatics Resource Center (http://virology.ca), the Virus Pathogen Resource (ViPR) [9], and PhagesDB (http://phagesdb.org), have been responsible for processing and storing information so that analyses can be easily repeated or modified in later research.

This chapter aims to survey some of the comparative methods and the currently available resources (databases and analysis software) for dealing with viral data. Topics include comparisons of genomes and proteins from related viruses and methods to compare sequences from environmental samples in a microbial community perspective. More specifically, examples explored in this chapter include: (1) Grouping related genomes based on similarity searches of a new double-stranded DNA phage, (2) Investigation of genomic multiple sequence alignments (MSA) for RNA
flaviviruses, (3) Study of a marker gene in the *Myoviridae* family, and (4) Taxonomy identification and comparisons of viral sequences from a composting microbial community.

# 2 Materials

There are many bioinformatics resources to help virologists in the task of characterizing viruses [7]. Some are specific to a type of genome (e.g., large double-stranded DNA or RNA genomes), whereas others are specific to a bioinformatics task, such as the detection of horizontal gene transfer (HGT) or gene predictions. This chapter tries to be as comprehensive as possible, but keep in mind that this section only lists those tools and resources used for the examples described. There are many different bioinformatics tools currently available, with ongoing development of new ones.

1. To work on most bioinformatics projects, researchers need an up-to-date desktop or laptop computer. The cost of investing in a new computer will be minimal compared to the time and effort wasted struggling with old hardware and out-dated software. Regardless of the operating system (OS), make sure the last version of Java Runtime Environment (JRE) is installed and that web browser is up-to-date.

2. Most of the programs discussed here run as Java clients in Java Web Start format, which only require JRE to be executed and are OS independent. They work by automatically downloading a copy of the Java software from the developers’ servers onto the user’s computer; thus they are always updated to the last version present on the servers.

3. Key online platforms:

   (a) **National Center for Biotechnology Information (NCBI)**: This widely used web platform provides access to general biomedical and genomic information and hosts a suite of databases and tools such as GenBank, NCBI BLAST [10] and Conserved Domain search (CDD-search) [11]. NCBI tools do not require registration and can be accessed by the address: [http://www.ncbi.nlm.nih.gov/](http://www.ncbi.nlm.nih.gov/). Additionally, NCBI provides the *Viral Genomes Resource* [12], which collects all the viral genome sequence data and related information in one web resource ([http://www.ncbi.nlm.nih.gov/genome/viruses/](http://www.ncbi.nlm.nih.gov/genome/viruses/)).

   (b) **Viral Bioinformatics Resource Center (VBRC)**: The VBRC, which is accessed via a web page, provides access to a database of large DNA viruses and a series of bioinformatic tools for the comparison and analysis of these viruses. The tools can also be used with genome data from other sources.
In order to obtain access to VBRC tools, it is necessary to create a free account. Just go to the website (http://virology.uvic.ca), click on the “register” button and fill out the requested data. It is easy and simple.

(c) Metavir Analysis of Viromes: This web server is designed to annotate viral metagenomic sequences and to provide user-friendly analyses and comparisons with other public virome datasets [13]. Metavir requires a simple and free user registration. Just go to the website (http://metavir-meb.univ-bpclermont.fr/), select “Register new user” and fill out requested data.

4. Key software:
   (a) Viral Orthologous Clusters (VOCs): VOCs [14] is the GUI client used to access a SQL database that stores gene, protein, and genome sequences along with gene ortholog information from large DNA viruses. VOCs also include a variety of comparative analysis tools. For example, it is simple to (1) send selected sequences to an alignment tool such as ClustalO [15], MUSCLE [16], or MAFFT [17] and have the results returned in a MSA editor, and (2) select gene families present in one virus but not in another.

VOCs is part of the VBRC suite of programs: http://virology.uvic.ca/virology-ca-tools/vocs/.

(b) Base-By-Base (BBB) [18]: Software for generating, visualizing, and editing MSAs. Standard alignment tools are embedded into the program and there are a variety of unique functions to manipulate and analyze MSAs.

BBB is part of the VBRC suite of programs: http://virology.uvic.ca/virology-ca-tools/base-by-base/.

3 Methods

3.1 First Things First: Grouping Genomes

Establishing a group of similar genomes is the starting point in comparative analysis and a variety of different methods can be used for this purpose, such as alignments, dotplots, and Average Nucleotide Identity (ANI) [19, 20]. Similarity searches are widely used by the scientific community to compare new viral genomes against a database of all known sequences in order to identify related genomes. Although the sequence alignments they produce are the golden standard in bioinformatics analysis, the algorithms used may have some limitations in the study of viral genomes. We discuss how the unique features of viruses can affect accuracy of alignments, see Note 1.
In this section, we use alignments to identify similarity between sequences and construct a group of related genomes. A new *Pseudomonas* phage isolated from composting is used as an illustrative example for the procedures, which can be summarized as follows: 

---

**Step 1**—Select a genome of interest, **Step 2**—BLAST query genome against NCBI database, and **Step 3**—Select similar genomes to compose the group.

---

### 3.1.1 Step 1: Select a Genome of Interest

Different researchers are likely to have different goals regarding comparative analysis of a new genome, usually depending on its relationship to known genomes. Thus, investigations of a novel poxvirus will be different from those on a new tailed phage or an old pathogen such as Zika virus that is emerging again in new epidemics. Therefore, the genome of interest will be the basis of every comparative analysis and it is important to take a time to study and understand its unique features.

Check for genome structure, genome ends, repeats, noncoding regions, quality of the assembly, and other relevant information.

### 3.1.2 Step 2: BLAST Query Genome

2. Choose BLASTN algorithm and upload the genome of interest as query.
3. Set the database to nr/nt only viruses (taxid:10239) and word size in “General parameters” to 7 nt. A smaller word size parameter increases algorithm sensitivity, which helps when looking for distant homologous sequences in viral databases. Other parameters can be left as default. Run the BLAST search.

### 3.1.3 Step 3: Select Similar Genomes to Compose the Group

Many viruses have high frequency of HTG and for this reason they may present genomes composed of “pieces,” or mosaic genomes [21]. This feature has some implications in BLAST searches as the one performed in this section. For instance, hits with high identity but very low coverage are likely to be reported; however, this does not necessarily mean that they should be considered as related genomes for further comparative analyses.

Use “query cover” and “identity” parameters to identify which genomes have greatest similarity, since these parameters give the researcher an idea of how local alignments are covering the entire query sequence. As a rule of thumb, multiply \( \text{coverage} \times \text{identity} \) and select genomes with values higher than 20% (as this is not a strict rule, values may vary). Pay special attention to hits with less than 30% of coverage, because they might be due to mosaicism in viral genomes.

BLASTN results for our example with phage ZC01 are shown in Table 1. We have selected the first 11 genomes to create our group of similar genomes, while the last two hits are probably due
to the mosaicism of phage genomes and were not selected. The group of related genomes should be used for further comparative analyses such as MSAs, phylogenetic trees, transfer of annotations, etc.

### 3.2 Small RNA Genomes Multiple Sequence Alignments

MSAs are the foundation of most comparative analyses and they have been widely used to help researchers to understand changes in biological sequences and evolutionary events. As is usual in bioinformatics, virologists have different tools and algorithms at their disposal for addressing this task. We briefly discuss progressive MSA algorithms and some specific approaches for virus genomes in see Note 2.

In this section, we will perform a MSA of whole small RNA genomes from flaviviruses in order to study macro genomic changes in the family. The steps of this approach may be summarized as follows: Step 1—Select similar genomes to be aligned, Step 2—Download and open VBRC’s BBB tool, Step 3—Perform MSA, Step 4—Review MSA, and Step 5—Identify indels and misalignments.

### 3.2.1 Step 1: Select Similar Sequences to be Aligned

Zika virus (GB Accession NC_012532) and related genomes selected by the same procedures listed on Subheading 3.1 will be used for this example.

<table>
<thead>
<tr>
<th>Description</th>
<th>Query cover</th>
<th>E value</th>
<th>Identity</th>
<th>Accession</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pseudomonas phage vB_PaeS_PAO1_Ab19</td>
<td>95%</td>
<td>0</td>
<td>97%</td>
<td>LN610584.1</td>
</tr>
<tr>
<td>Pseudomonas phage vB_PaeS_PAO1_Ab20</td>
<td>97%</td>
<td>0</td>
<td>97%</td>
<td>LN610585.1</td>
</tr>
<tr>
<td>Pseudomonas phage vB_PaeS_PAO1_Ab18</td>
<td>97%</td>
<td>0</td>
<td>96%</td>
<td>LN610577.1</td>
</tr>
<tr>
<td>Pseudomonas phage PaMx11</td>
<td>98%</td>
<td>0</td>
<td>86%</td>
<td>JQ067087.2</td>
</tr>
<tr>
<td>Pseudomonas phage PaMx74</td>
<td>28%</td>
<td>0</td>
<td>71%</td>
<td>JQ067093.2</td>
</tr>
<tr>
<td>Pseudomonas phage AAT-1</td>
<td>28%</td>
<td>0</td>
<td>73%</td>
<td>KU204984.1</td>
</tr>
<tr>
<td>Pseudomonas phage PAE1</td>
<td>32%</td>
<td>0</td>
<td>70%</td>
<td>KT734862.1</td>
</tr>
<tr>
<td>Pseudomonas phage LKO4</td>
<td>32%</td>
<td>0</td>
<td>69%</td>
<td>KC758116.1</td>
</tr>
<tr>
<td>Bacteriophage M6</td>
<td>32%</td>
<td>0</td>
<td>69%</td>
<td>DQ163916.1</td>
</tr>
<tr>
<td>Pseudomonas phage YuA</td>
<td>31%</td>
<td>0</td>
<td>69%</td>
<td>AM749441.1</td>
</tr>
<tr>
<td>Pseudomonas phage MP1412</td>
<td>31%</td>
<td>0</td>
<td>69%</td>
<td>JX131330.1</td>
</tr>
<tr>
<td>Bacteriophage phi JL001</td>
<td>10%</td>
<td>2e-62</td>
<td>67%</td>
<td>AY576273.1</td>
</tr>
<tr>
<td>Ralstonia phage RSL1</td>
<td>1%</td>
<td>1e-34</td>
<td>75%</td>
<td>AB366653.2</td>
</tr>
</tbody>
</table>
3.2.2 Step 2: Download and Open VBRC’s BBB Tool

For organizing genomes and performing MSA, we will use the VBRC java tool BBB. Go to VBRC web platform (http://virology.uvic.ca), download and open BBB java web start application.

3.2.3 Step 3: Perform Multiple Sequence Alignment

1. Use top menu “File” to import GenBank or FASTA files for the genomes. BBB loads the files and displays the unaligned nucleotide sequences in the main window. Rename genomes for easier identification, if necessary.

2. Using the mouse pointer and shift key, select all genome names in the left section. Type ctrl + w for a whole genome sequence selection.

3. Go to the top menu “Tools” and select “Align selection.” Choose MAFFT to generate whole genome sequences alignment. BBB will prompt some warnings and start the alignment, which runs on the VBRC servers.

4. Once the process is finished, a window with the resulting alignment will appear for quick inspection. Select OK and sequences in the main window will be rearranged. The MSA can be exported in FASTA or any available format to be used in other tools, if required.

3.2.4 Step 4: Review Multiple Sequence Alignment

1. Users can inspect MSA directly in the tool, which shows a user-friendly display with easy-to-identify substitutions and indels. Additionally, BBB can generate a visual summary of the complete alignment: Click on the top menu “Report” -> “Visual summary.” BBB will show a graphic representation of the MSA, as well as genes encoded by the genome and additional information if an annotated GenBank file was used.

2. Another piece of useful information is the percent of identity table. Click on “Report” -> “Percent identity table.” This table provides information of similarity among the aligned genomes.

3. Under “Report” and “Tools” top menus, there are tools to perform several other analyses based on the MSA (e.g., plot similarity between sequences). We recommend users to explore and use them according to their requirements.

3.2.5 Step 5: Identify Indels and Misalignments

1. Figure 1a shows a portion of a whole genome MSA with selected flaviviruses where the user can clearly see two different indels events. Inspection of the flanking sequences shows that the region is poorly conserved. Such variable regions often mislead aligners to create unlikely events, as the two adjacent deletions (if compared against a consensus sequence) observed in Fig. 1a. Thus, it is prudent to inspect MSAs, and manually correct alignment errors. BBB has a tool to select and realign regions of MSAs. We have realigned the sequences and the alternative alignment shows a single indel event, which is
more likely to have happened in the evolutionary history of the sequences (Fig. 1b).

2. This region of the flavivirus genomes encodes the central portion of the envelope protein E, which is responsible for binding to the host cell surface receptor (see Uniprot P06935 for West Nile virus record). Therefore, this highly variable region could be involved in host specificity.

### 3.3 Genome Analysis Using Ortholog Groups

In this section, we demonstrate the use of ortholog groups as important features in the comparative analysis of viruses. Sometimes, complete genome alignments are difficult or impossible due to common events of rearrangement and HGT. However, another approach is to compare the gene content of genomes, i.e., ask if genomes encode the same set of homologous genes. To illustrate this, we will use the VBRC Viral Orthologs Clusters (VOCs) database, which contains information about genomes and ortholog groups from several families of double-strand DNA viruses. For more information about other viral ortholog group databases, see **Note 3**.

---

**Fig. 1** (a) Portion of the genomic MSA for flaviviruses where it is possible to identify two misplaced adjacent indels in a very unconserved region (1830–1859 nt). (b) Alternative alignment for the same region, showing a single and more likely indel event. *Blue* rectangles mean substitutions, while *red* and *green* rectangles mean deletions and insertions, respectively. Display was generated by BBB and indels have a consensus sequence as a reference.
Our goal in this section is to choose a marker gene present in all viruses from a group (conserved ortholog group) and proceed with the MSA of the proteins. Next, we will use MSA information to identify conserved sites in the protein and make a phylogenetic tree based on the marker gene. Procedures may be summarized as follows: \textit{Step 1}–Download and open VOCs, \textit{Step 2}–Access ortholog groups and genome information, \textit{Step 3}–Perform protein MSA, \textit{Step 4}–Identify conserved regions, and \textit{Step 5}–Phylogenetic analysis.

\subsection*{3.3.1 Step 1: Download and Open VOCs}
Go to VBRC web platform (http://virology.uvic.ca) and select “VOCs” under the “Tools” tab. Download the Java web start application and open it.

\subsection*{3.3.2 Step 2: Access Orthologs Groups and Genome Information}
At the first window, VOCs will show a list of viral families available in the database. We will work with the tailed phages family \textit{Myoviridae} in this example. Choose it and a new window will open. VOCs’ main window shows information about viruses present in the database. For detailed explanation and tutorials, go to VBRC page http://virology.uvic.ca/help/tool-help/quick-start-pages/vocs-quick-start-page/.

1. Without selecting any particular genome in the list of genomes, click on the bottom button “OrtGrpView.” A second window should open with a table of all existing ortholog groups for the \textit{Myoviridae} family.

2. Click on the “no. of viruses” table header to order ortholog groups by the number of viruses with genes assigned to it. By looking at this table, the user can easily identify a set of genes with at least one representative for all the 35 species in the group. This set of genes is called core-genome and they are the basis for many comparative and phylogenetic analyses.

\subsection*{3.3.3 Step 3: Perform Protein Multiple Sequence Alignment}
As an illustrative example, we have chosen the VOCs ortholog group 19406 (the Terminase large subunit (TerL) protein) as a case study. The TerL gene is thought as being a marker gene in the majority of tailed phages [6] and it is one of the 18 core-genes in T4-like viruses. It is important to mention that any of these genes could be considered for the analyses described in this section or even the entire set, as it is common in more complex studies.

1. Click on “OrtGrView” bottom button and select the large terminase protein (ID 19406) ortholog group.

2. Click on “align” and then select the MUSCLE tool. VOCs will open a new BBB window after process is completed.

\subsection*{3.3.4 Step 4: Identify Conserved Regions}
1. BBB window shows the full amino acid alignment for all TerL proteins. Click on Report -> visual summary. BBB will open a new window containing a graphic representation of the MSA (Fig. 2).
2. By inspecting the figure, the user can clearly identify conserved and non-conserved regions in the protein. Non-conserved regions are shown with blue, red and light-green color, which means substitutions, deletions, and insertions, respectively. All modifications have the phage T4 top protein as reference. Our MSA example shows that TerL protein has N-terminus and C-terminus very variable and with frequent indels. On the other hand, a very conserved region can be spotted between the amino acid positions 140 and 180. Further investigation and searches against curated databases could provide more information about secondary/tertiary structures and active sites. For instance, phage lambda’s active site is located at the amino acid in position 179, according to Uniprot curation (record P03708) [22]. However, deep and specific analyses strongly depend on researchers’ particular interest and are out of the scope of this chapter.

3.3.5 Step 5: Phylogenetic Analysis

Different algorithms and tools are available to create phylogenetic trees. Creating robust phylogenetic trees for viruses is a difficult task; therefore, we briefly explore some of the methods and suitable tools, see Note 4. We recommend the maximum likelihood method for building trees, since it is a robust method and very efficient for viral genome phylogenies [23]. For illustrative purposes only, we will use an embedded function present in BBB to create a simple Neighbor-joining tree based on the TerL marker gene.

1. Inspect both the visual summary and alignment itself in BBB to make sure it is correct, i.e., that the sequences have enough similarity to be considered orthologous and that regions around gaps are correctly aligned. This remark is also valid for paralogous proteins, which can be a major source of errors in phylogenetic analyses.

2. Click on “Report” top menu and then on “Neighbor joining tree.” BBB will generate the tree according to a distance matrix for the TerL MSA and display the result in a new window.
3.4 Viruses from Environmental Samples

Improvements in techniques of environmental communities sequencing, also known as metagenomics, have brought entire viral communities to the attention of virologists. Now, a large number of researchers are faced with the challenging task of analyzing thousands of extremely diverse viral sequences in a fast and accurate way.

Although we recognize the importance of contig assembly and its role as a major source of problems in downstream analysis, we will base this section on the assumption that readers already have a dataset of viral contigs recovered from environmental samples. For a brief discussion about the assembly of viral metagenomic data and software available, see Note 5.

Our goal in this section is to extract information from large amounts of sequences and compare viral communities in a broader perspective. For illustrative purposes, we will describe methods for analyzing a set of 51,960 contigs assembled with MIRA 4 [24] from Illumina paired-ends reads. Samples for sequencing were collected from a bacterial composting operation at the Sao Paulo Zoo Park, Brazil [25]. Steps may be summarized as follows: Step 1–Access the Metavir online platform, Step 2–Upload sequences to analysis, Step 3–Taxonomic composition, and Step 4–Virome comparisons.

3.4.1 Step 1: Access the Metavir Online Platform

1. Go to the Metavir web site (http://metavir-meb.univ-bpclermont.fr/). Sign in using login and password created according to explanations in the Materials’ section.

2. The Metavir homepage presents several tutorial analyses that the user can perform with public viromes without uploading any data. Take a time to browsing it around.

3.4.2 Step 2: Upload Sequences to Analyze

1. Make sure contigs are in FASTA format with correct names, since some assemblers may repeat names or use inappropriate characters.

2. Click on “Upload new virome.” Fill in requested metadata for the sample and upload the contigs FASTA file. Results are not computed immediately, and in fact, analyses may take days or weeks depending on the amount of data being analyzed and load on the servers.

3.4.3 Step 3: Taxonomic Composition

Metavir calculates taxonomic composition by running BLAST searches against the NCBI viral RefSeq database [26]. Relative abundance for each species is normalized by genome size using the GAAS tool [27]. Additionally, users can select different methods of taxonomic identification (best Blast hit, last common ancestor and predicted genes best hit) and thresholds of E-value or bit score.

Taxonomic composition is available under the “Taxonomy” tab. Set computational parameters to E-value = 10e-7 and
“Contigs lowest common ancestor (LCA)” as compositional type. Using low E-value (number of sequences expected to be found by chance in the database with score equal to or higher than the observed) matches assure that random hits are not used in taxonomic identification and LCA composition type will avoid imprecise identification of organisms at the species level when sufficient evidence is not found. Results are displayed with Krona tools [28] and an example can be seen in Fig. 3.

3.4.4 Step 4: Virome Comparisons

Metavir generates di, tri, and tetra nucleotide profiles from the virome being analyzed, as well as a BLAST composition profile. These profiles can be used to compare the private virome with other publicly available viromes. For illustrative purposes, we compare the profile of our composting contigs with other environmental viromes and determine the similarity among these viral communities.
1. Click on the tab “Virome comparison” and select “BLAST-based comparison” as the comparison method. Set visualization to “Cluster tree.” Next, select public viromes to compare against, examples include: Seawater samples from Gulf of Mexico and British Columbia, fresh water viromes from Lake Pavin and Lake Bourget, an Antarctic open soil sample and a saltern medium sample. Click on “Compare these viromes” button.

2. Metavir generates a cluster tree based on a similarity score matrix computed for each virome pair as described in the Metavir online platform. Viromes with similar species composition or from similar environment (e.g., Gulf of Mexico and British Columbia coast) usually cluster together in cluster trees. For our example (ZC4day01), the thermophile composting virome was grouped with the Antarctic open soil sample and those were grouped with the saltern medium sample, as shown in Fig. 4. Comparisons and clusters become more informative as more samples are added to the analysis. Results shown in Fig. 4 indicate that BLAST composition for the composting

![Cluster tree diagram]

Type of virome · Freshwater · Hyperarid_desert · Hypersaline · Private · Seawater

**Fig. 4** Example of a cluster tree generated by Metavir virome comparison analyses. ZC4day01 refers to the composting virome being analyzed and other public viromes were used to show the similarity among the different BLAST composition profiles.
viral community is more similar to Antarctic open soil and saline medium environments than the other viromes compared.

3. Profiles for the sample can be downloaded and used with statistical tools for generating charts and additional analyses, as required by the researcher’s interest.

### 4 Notes

1. Viral genomes are known for having relatively high mutation rates (nucleotide exchange), and many also undergo genome rearrangements and HTG [19, 29]. These latter events cause serious problems for genomic analyses based on standard techniques, which assume nucleotide sequences have evolved in a Darwinian fashion with identifiable and discreet common ancestors. Amino acid sequences have the advantage of changing less frequently than their nucleotide counterparts and being less susceptible to big rearrangements events (genes are more discreet entities). However, even orthologous proteins may present change rates higher than usual for bacterial and eukaryotic proteins, as was observed for phage ortholog groups assignment [6]. Thus, many orthologous proteins present similarities beyond a threshold that standard techniques would be able to identify (the so-called “twilight zone”) and the challenge remains to be addressed.

   For accurate comparative analyses based on alignments, it is important to ignore genome regions that are tainted by recombination events. Moreover, regions around insertion and deletion sites (indels) should also be checked carefully to ensure that the alignment algorithms have not made mistakes in the placement of such events. In any case, it is important to highlight that extra attention should always be paid for alignments of viral sequences.

2. Most MSA tools use a progressive algorithmic process, where a guide tree is first estimated and then sequences are aligned in a pairwise fashion according to the tree topology. These procedures are iterative, with the tree and MSA being re-estimated in each round. The score system used by pairwise alignment algorithms is arguably the most influential component in progressive multiple sequence aligners and this is where some of the available algorithms differ. For instance, some aligners such as ClustalW [30] and MUSCLE [16] use a matrix score system, giving a score for each modification observed. On the other hand, tools such as T-Coffee [31] and MAFFT [17] use a system based on consistency, which compiles a primary library of global and local alignments and then use the library as a
position-specific substitution matrix during a regular progressive alignment. Recent methods usually require more computer power and may produce more accurate MSA. For a survey about MSA tools, please consider [32].

Additionally, some specific tools help to address alignment issues associated with viral genomes; e.g., MAUVE [33] is a powerful tool that allows the user to create global alignments of sequences with inversions and rearrangements. A visual overview of the alignment shows all blocks aligned, facilitating identification of such occurrences (see methods for poxvirus analyses in [34]). The ALPHA aligner [8] is another tool that exploits functional co-linearity among related strains and uses a partial order MSA algorithm to capture mosaicism in a set of phage genomes. ALPHA’s graphic visualization can be very useful to understand the mosaic structure of phage genomes.

3. Some research groups have been making efforts to create groups of viral orthologous proteins and, thus, facilitate retrieval of functional and evolutionary information about new genes being characterized. For instance, the Cluster of Orthologous Groups (COGs) database curates a special section for Nucleo-Cytoplasmic Large DNA Viruses (NCLDV) [35] and another for Phages Orthologous Groups (POGs) [6]. Unfortunately, a user-friendly display of information is not provided, and data can only be downloaded in a text format. Similarly, the eggNog database [36], which despite having a web interface and allowing online searches, has not yet implemented graphical displays for the viral orthologs groups division and data is only available in a text format (at the time of writing). Lastly, the VOCs database [14] stores genomic and ortholog groups information about the main families of large DNA viruses and provides a Java web start application for user-friendly retrieve of information. Nevertheless, the viral genomes present in VOCs comprise a small fraction of the existing diversity of viruses.

4. The most common methods for estimating phylogenies include distance matrix, Neighbor-joining, maximum parsimony, Bayesian inference, and maximum likelihood. Some of these methods use substitution models that try to predict how sequences have changed across their evolutionary history. Thus, there are several factors that researchers should take into account before starting phylogenetic analysis.

As a brief suggestion, robust trees have been generated using the maximum likelihood method. Best fitting models will widely depend on the sequences being analyzed. There are programs capable of testing sequence data and suggesting the most suitable model. MEGA [37] is a complete software that includes packages for the main phylogeny estimation methods,
as well as model testing packages. RAxML version 8 is another popular program for phylogenetic analyses of large datasets under maximum likelihood [38].

5. NGS metagenomic studies generate large amounts of short sequences that need to be assembled in longer contigs in order to allow the extraction of a broader set of information about the microbial community. Viral genomes, as we already explored in see Note 1, present features that make the assembly more complex. High mutation rates and HGT often mislead assembly software to create chimeric contigs or create none at all. Therefore, careful and thought-out assembly of NGS sequences is essential to avoid mistakes that would carry through to all downstream analyses.

MIRA 4 [24] assembler is an out of the box assembler for practically any kind of NGS data that generates good results for viral genome assemblies. It also has the advantage of being highly customizable and having extensive documentation. Researchers interested in assembling viral data can change parameters for overlap and mismatches to produce better results. Additionally, Spades [39] and IDBA-UD [40] assemblers may also be useful for viral genomic data.
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Chapter 16

Comparative Genomics of Gene Loss and Gain in Caenorhabditis and Other Nematodes

Christian Rörelsperger

Abstract

Nematodes, such as Caenorhabditis elegans, form one of the most species-rich animal phyla. By now more than 30 nematode genomes have been published allowing for comparative genomic analyses at various different time-scales. The majority of a nematode’s gene repertoire is represented by either duplicated or so-called orphan genes of unknown origin. This indicates the importance of mechanisms that generate new genes during the course of evolution. While it is certain that nematodes have acquired genes by horizontal gene transfer from various donors, this process only explains a small portion of the nematode gene content. As evolutionary genomic analyses strongly support that most orphan genes are indeed protein-coding, future studies will have to decide, whether they are result from extreme divergence or evolved de novo from previously noncoding sequences. In this contribution, I summarize several studies investigating gene loss and gain in nematodes and discuss the strengths and weaknesses of individual approaches and datasets. These approaches can be used to ask nematode-specific questions such as associated with the evolution of parasitism or with switches in mating systems, but also can complement studies in other animal phyla like vertebrates and insects to broaden our general view on genome evolution.

Key words Duplication, Lateral gene transfer, Orphan genes, Parasite, Genome evolution

1 Introduction

Together with insects, nematodes are the most successful animal phyla. They have invaded almost all ecological niches and have developed parasitism multiple times independently [1].

The nematode Caenorhabditis elegans is one of the most widely studied model organisms and its genome was the first to be sequenced from a multicellular organism [2]. The sequencing of the related nematode Caenorhabditis briggsae initiated various comparative genomic studies on nematodes [3–6]. But also outside the Caenorhabditis genus, there is great potential for further comparisons such as with the necromenic species Pristionchus pacificus, which has been established as a satellite model for comparative studies in various aspects of biology involving developmental
plasticity [7, 8], immunity [6, 9], but also population and comparative genomics [10, 11]. By now, more than thirty nematode genomes have been published (Fig. 1), which form a robust phylogenetic framework for evolutionary studies at many different levels and time-scales [5, 10, 12–15]. Their relatively small genome size [16] and species richness makes them a good system to ask various biological questions and enables sequencing of large numbers of

**Fig. 1** Nematode phylogeny. The tree shows a schematic phylogeny of nematode clades [1] with names of species for which a draft genome assembly has been published.
individual strains for population genomic analysis [10, 13, 17, 18]. Furthermore, the establishment of various reverse genetic tools in multiple species [19–21] allows detailed functional characterizations of individual genes and gene families [4, 22]. Recent comparative and experimental studies in nematodes have shown that novel genes that have arisen either by duplication or are of unknown origin can control ecologically relevant traits in nematodes and play important roles in development [7, 8, 23]. Novel genes can be introduced into a genome by basically three mechanisms: duplication, horizontal gene transfer, and de novo gene formation. In this contribution, I will discuss several approaches to investigating patterns of gene gain and loss in nematodes. Please note that none of the described methods is nematode-specific, but I give numerous examples of their applications in nematode contexts.

2 Gene Duplications

Duplicated genes represent more than a third of typical multicellular genome [24] supporting a major role of duplication events during genome evolution. In his visionary book, Susumu Ohno outlined several alternative scenarios that could determine the fate of genes following duplication. Most prominent is the idea that duplication relaxes the sequence constraint on the ancestral gene and allows the two new copies to functionally diverge either to separate the ancestral functions (subfunctionalization) or even to develop novel functions (neofunctionalization) [25]. While empirical studies have shown accelerated evolution following duplication [26, 27], the most likely scenario for the largest part of duplicate genes is that one of the copies is lost [26, 28].

The long-term retention of duplicates suggests that there is a fitness cost associated with the loss of one of the duplicates [29] and multiple scenarios have been discussed in the literature that may explain the retention of duplicates with (e.g., subfunctionalization, neofunctionalization) or without (e.g., selection for higher gene dosage) diversification. There have been numerous studies revealing evidence for one or the other scenario [8, 22, 23, 26–28], but it is difficult to assess which one has the largest contribution, because different scenarios often result in similar predictions [29]. For example, asymmetry [30] in the rate of evolution between the two duplicates is consistent with neofunctionalization but also with subfunctionalization. One additional complication is that duplicate genes may diversify at many different levels. Thus, while selection for higher gene dosage might have maintained a set of initial duplicates, these duplicates may later specialize or gain new functions in certain tissues or stages. Thus, the most robust characterization of gene duplications can only be made by detailed functional studies on individual gene families [22]. However,
comparative genomics approaches are still very useful in describing the general patterns of sequence and expression divergence without making any strong inferences about what processes have generated these patterns.

2.1 Detecting Gene Family Expansions by Comparing Protein Domain Counts

One simple way to screen for gene family expansions is to compare the distribution of protein domain counts (e.g., PFAM) for two genomes \([5, 14, 31]\). This may reveal very drastic changes in gene family sizes such as the expansion of BTB domain-containing proteins and of the cullin scaffold proteins in *Panagrellus redivivus* [5]. However, it has been shown that independent expansions and losses in both lineages can lead to an overall similar count and let a gene family appear as conserved, while in reality it undergoes substantial turnover. One very extreme case that demonstrates the missing resolution in the detection of duplications based on protein domain counts is the finding that the GST gene family has the same size \((N = 59)\) in *C. elegans* and *P. pacificus* but only one of the genes is actually preserved as one-to-one ortholog between the two nematodes [32]. Furthermore, this approach has the limitation that visualization and interpretation of the data becomes increasingly difficult as soon as the comparison includes three or more species. In addition, at least three species are needed to distinguish expansions in one lineage from the deletions in the other lineage. Another disadvantage of using protein domains is that many nematode-specific gene families will be ignored if they have not yet been annotated in the PFAM database. As multiple methods for the detection of orthologs exist [33–36], similar comparisons can be done using gene family sizes as derived from orthologous clusters. This would overcome also the limitation that gene families defined by PFAM are often partially overlapping.

2.2 Phylogenetic Analysis

Reconstructing phylogenetic trees of individual gene families so far constitutes the gold standard for the detection of duplications and assigning orthology relationships. Such phylogenetic analyses usually start with homology searches by programs like BLAST to define the given gene family. This is followed by multiple sequence alignment \([37, 38]\) with simultaneous hand curation of the obtained datasets taking into account all possible sources of errors in the data (see below). The next step is to find the best substitution model that explains the observed alignment [39], and finally the gene tree can be reconstructed [40]. Visual inspection of the phylogenetic trees might give some hints for which genes the initial BLAST searches might have missed orthologous sequences. This means that the whole process can be reiterated infinitely to continuously improve the dataset and final gene tree. This kind of work depends to a large extent on somewhat arbitrary decisions that have to be made by an experienced researcher. Thus, it is invaluable to talk to experienced people to check the data. For certain gene families such as
Cytochrome P450 there are even researchers such as David Nelson [41] who are willing to clean the data and to annotate Cytochrome P450 sequences for individual genome projects. Despite its labor-intensive nature and the need to deposit final data in public repositories to ensure reproducibility, detailed phylogenetic analysis on hand-curated datasets is still superior to any automated approach for ortholog detection and gene tree reconstruction. This is because the amount of error in current gene annotations is still substantial [23, 42] and actually multiplies with the number of investigated species.

2.3 Assembly Artifacts and Need for Manual Curation

The large number of published nematode genomes comes at the cost that the quality of published genomes is quite heterogeneous. While the genome of *C. elegans* is probably the best available assembly among all animals (it does not contain any gaps), a number of highly fragmented draft assemblies were recently published with N50 values of only around 10 kb [43–45]. For clarification, the N50 value is a measure of contiguity of a genome assembly and is typically defined as the size of the smallest contig in the set of largest contigs that together make up half of the total genome size. Furthermore, only few genomes are constantly improved by incorporating new sequencing data or novel annotation pipelines. Thus, it is very important to bear in mind that genomes and consequently also gene annotations may be incomplete [42]. Especially, gene absence calls are difficult because based on protein homology searches alone it is not clear whether the gene was not annotated, not assembled, or is truly not present in a given genome. Therefore, one should at least confirm by TBLASTN searches against the corresponding genome assembly and ideally also check raw sequence reads to confirm that there is really no evidence for homologous sequences in a given genome. Finally, additional support can be gained from closely related genomes of the same genus. By now, multiple nematode genera such as *Caenorhabditis, Pristionchus, Strongyloides*, and *Steinernema* have several published genomes and missing evidence in multiple independently assembled nematode genomes gives much more confidence that a gene is truly absent [46]. Furthermore, it has been shown that assembly artifacts and misannotation can generate inflated gene counts and lead to errors in automated orthology detection methods [23, 47]. Thus, I strongly recommend for studies involving just one or only a small number of gene families to hand curate the sequences, e.g., use conserved sequences from related nematodes to close gaps in multiple alignments [22, 32]. While evidence for large gene duplications is typically quite robust, for many nematode genomes, there is still the chance that heterozygosity can lead to independently assembled haplotypes and thus could potentially lead to false signals of duplications [48]. It is important to note that the importance of this problem is quite different across
nematode genomes. While most nematodes are too small to get enough DNA material for sequencing from a single individual, with exception of a few studies [45, 49, 50], typically populations of inbreds worms are sequenced. As some species are hermaphroditic and do not suffer from inbreeding depression, inbreeding can be much more effective in these species resulting in overall better assemblies. Thus, differences in genetic diversity together with different inbreeding schemes create another layer of heterogeneity across nematode assemblies. One way to investigate whether heterozygosity can lead to additional duplications is to examine coverage profiles and the general performance of the assembly program [31]. Most assemblers employ different heuristic strategies to generate haploid assemblies from diploid genomes. These strategies can lead to overcompression of repeats and also of recently duplicated sequences. If this were the trend, then this would indirectly support that the identified duplications are indeed true.

2.4 Micro-evolutionary Studies of Gene Loss and Gain

One advantage of nematodes as compared to vertebrates is their small genome size [16] which allows population genomic studies involving whole genome sequencing of large numbers of natural isolates [10, 13, 18]. As gene loss and gains are usually introduced in individual worms that are members of particular populations, it will take some time until they either become fixated or will be lost in a given population. As selection needs time to purge deleterious alleles, genome-wide patterns might differ a lot between intra-species comparisons and inter-species comparisons. Thus, we have recently seen that comparisons between the nematodes C. elegans and P. pacificus which shared a common ancestor in the order of 10^8 years ago [51], reveal strong evidence for the selection for higher gene dosage driving duplications of developmentally regulated genes [23]. In contrast, intra-species comparisons of different P. pacificus strains with divergence times in the order of 10^6 generations [12] showed that most duplication events do not seem to be functional in the sense that the cumulative gene dosage in strains with a given duplication is not higher than in strains carrying a single copy [28]. This was in strong contrast to deletions, which showed a strong impact on gene expression levels. In the mentioned study, we identified duplications and deletions based on differences in read coverage for Illumina resequencing data [52]. This is quite comparable to the previously employed micro-array hybridization techniques [53–55]. Both the approaches have the disadvantages that the resolution is in the order of kilobases and breakpoints are just loosely defined, but in the case of resequencing data, other alignment-based approaches can be applied that identify breakpoints at nucleotide level resolution [56, 57]. As is the case in any pairwise comparison, in the absence of an outgroup species, it is not possible to correctly interpret a deletion or duplication event relative to a reference strain as a derived event. It may well be that a
recent duplication in the reference strain will be detected as a deletion in the strain of interest [7]. Thus, exploiting the species richness of nematodes, it is possible to polarize a comparison between strains of the same species with the help of genomic data for a closely related outgroup [28]. However, even without a polarized comparison, it is possible to detect hotspots of structural variations in a given genome and to identify gene classes that are preferentially affected by such events [28, 54, 55].

3 Horizontal Gene Transfer

One particular specific feature of nematode genomes as opposed to most insects and vertebrates is the presence of various well-characterized cases of horizontal gene transfers (HGTs) that is the transmission of genes across species borders. The most prominent cases consist in cell wall degrading enzymes (cellulases) that have been acquired at least three times independently in nematodes. While cellulases in plant parasitic nematodes of the Meloidogyne lineage and in the necromenic P. pacificus belong to the GHF5 class [51, 58], other plant parasitic nematodes of the Bursaphelenchus lineage have acquired cellulases of a different class (GHF45) [59]. However, even though Pristionchus and Meloidogyne cellulases are members of the same class, they are so distantly related that it is most parsimonious to assume that they have been acquired in both lineages independently [60]. More precisely, while cellulases in the Meloidogyne lineage have most likely been acquired from bacteria, the most similar sequences to the Pristionchus cellulases are found in algae and slime molds [11, 51, 60]. Furthermore, the GHF45 cellulases in the Bursaphelenchus lineage have been shown to be of fungal origin [59]. While horizontally transferred genes are typically identified as genes that do not show homology in any other nematode but have database hits outside nematodes [51, 61], the first question to be answered is whether the identified candidates represent contamination during the sequencing process. Strong evidence for contamination is if the sequences resemble known bacterial at very high sequence identity (e.g., >98%). To further support that horizontally transferred genes are actually part of the nematode genomes, the assembly and raw reads can be checked to show that horizontally transferred and nematode DNA are actually physically linked and are sequenced at similar depth. This can also be validated by inverse PCR. Furthermore, expression evidence in the form of RNA-seq [60], qPCR [62], in situ hybridization [51], or reporter constructs and in the case of cellulases, further functional assays [51, 60] are very helpful to show that the gene has been integrated into the biology of the host organism. In addition to cellulases, two other gene families, antimicrobial peptides most likely from beetles and insect
transposons were identified as horizontally acquired in nematodes of the *Pristionchus* lineage [51, 61]. Furthermore, analysis of codon usage suggested that several unknown genes in *P. pacificus* could be of insect origin [61]. At that time, we hypothesized that the lack of homology was due to the absence of genomic data of a host for *Pristionchus* nematodes and that sequencing of a scarab beetle genome could potentially reveal further evidence for HGTs. However, sequencing the genome of the scarab beetle *Oryctes borbonicus* that is host of *P. pacificus* on la Réunion Island in the Indian Ocean did not reveal any additional HGT events [31]. Together with the relative small number of confirmed HGTs, this finding supports that HGT only explains a tiny portion of the nematode gene content.

4 Orphan Genes

Orphan genes have been generally defined as genes that are restricted to certain taxonomic groups [63]. Such taxonomically restricted genes have been frequently called orphan, pioneer, novel, or young genes. Depending on the definition and phylogenetic sampling up to one third of an animal’s gene repertoire are frequently identified as orphan genes [63]. Three mechanisms have been suggested to explain the emergence of orphan genes, strong divergence beyond the level of identification as homologous sequence, de novo gene formation, and horizontal gene transfer [16, 63]. Based on extensive screens for horizontal gene transfers in nematodes which only confirmed a handful of cases [14, 16, 31, 51, 58, 59, 63], it seems unlikely that this explains a substantial part of orphan genes. While it is very difficult to distinguish the two remaining scenarios on a genome-wide scale, another alternative explanation results from the fact that fragmented assemblies can result in extensive error in gene numbers and consequently could result in artificial orphan genes [47]. In a recent study, we addressed the question whether orphan genes are really protein-coding, artifacts, or even represent noncoding RNAs [64]. We used a simple set of assumptions to test, which fraction of orphan genes belongs to each of these classes. First, considering every sequence that is supported by expression evidence as a real biological entity allowed us to get an upper bound for genomic artifacts. Second, every sequence that either shows direct evidence for translation based on available proteomic data or shows evidence of selection against nonsynonymous mutations can be considered a truly protein-coding gene. In the example of *P. pacificus* where 9885 orphan genes were defined based on the absence of homologs in any available genome outside the family Diplogastridae (for comparison, *C. elegans* has ~6000 orphans when defined at the genus level [16]), we could show that depending on the thresholds, 42–81% of
orphan genes are transcribed and 40–77% of them are truly protein-coding. While *P. pacificus* has more than 14 published RNA-seq datasets [6, 8, 23], proteome evidence for *P. pacificus* is restricted to only two studies [65, 66] and directly supports only 4% of orphan genes. Thus, the strongest contribution toward assigning a gene as truly protein-coding came from comparative genomic analyses. We therefore exploited the genome assembly of a closely related sister species *P. exspectatus* [18] to calculate estimates of selection on protein-coding genes for orthologous clusters [33]. Similarly, we calculated the strength of selection on individual genes between two divergent lineages within *P. pacificus* [18], which allowed us to make a statement even for species-specific orphans. Finally, we used the idea that selection estimates can be calculated even from data of a single genome alone, if paralogous sequences are available [67]. This demonstrated that a single genome alone is enough to show negative selection in 8–10% of orphan genes, but adding population and comparative genomics data was able to increase this estimate to 40–77%. Once the validity of orphan genes has been demonstrated, further studies can ask how old are they and how they evolve.

## 5 Gene Loss

The large amount of duplicated genes in present genomes [23, 24] and high rates of observed duplications in experimental evolution studies [53, 68] are equalized by continuous gene loss. Thus, in a pioneering work of comparative genomics, Lynch and Connelly have demonstrated that the number of duplicated genes in *C. elegans* and other genomes decreases with the age of genes as approximated by synonymous site divergence [26]. Interestingly, while duplications have frequently been assumed to be associated with adaptations to novel environments [5, 51, 69], there seems to be much less research on gene loss. However, one context, in which deletions are studied in nematodes, is the evolution of mating systems. In the genus *Caenorhabditis*, hermaphroditism has arisen three times independently from outcrossing ancestral species [70]. Similarly, in the *Pristionchus* genus there have been most likely five independent mating type switches [71]. With the limited genome sequencing data available, it seems that hermaphroditic genomes tend to be 20–40% smaller than the genomes of closely related outcrossing species [18, 70] and it has been found that an observed segregation bias favoring smaller chromosomes in hermaphroditic species predicts this trend [72]. This would also be consistent with the finding that while in plants different genome sizes can be explained by deletions in noncoding regions and transposons, in *Caenorhabditis* all classes of genomic segments have been reduced in similar proportions [70]. In addition to
segregation bias favoring smaller chromosomes [71], mating type transitions to hermaphroditism predict a relaxed constraint and potential loss of certain sex-specific genes [73–75]. However, empirical studies on genome size evolution in nematodes are still in their infancy, because similar to the studies on independent evolution of parasitism, studying the impact of mating system transitions on genome evolution requires sequencing sets of genomes and transcriptomes in different parts of the phylogeny.

6 Conclusion

Nematode genomes offer a range of very interesting and nematode-specific questions to ask such as “What are the genomic footprints of evolution of parasitism or mating system transitions?” But even for more general questions, such as “What is the origin of orphan genes?” and “What drives the retention of duplicate genes?” studies in nematodes offer a complementary animal system to support genomic trends identified in vertebrates or insects. For example, similar to recent work in beetles [31], one could ask whether certain nematode lineages (e.g., parasites) exhibit accelerated rates of gene turnover. While most nematode studies did such analysis on specific datasets such as individual gene families [32] or a specific clade of nematode species [68], a comprehensive genome-wide study of the rates of gene gain and loss is still lacking. In addition, established genetic tools and short generation times make some species excellent models for functional investigation of selected candidate genes [4, 22] and experimental evolution studies [12, 15, 53]. Their species-richness together with their small genome size facilitates easy generation of novel comparative genomic datasets that are particularly suited to ask a specific question [69, 76]. However, working with nematode genomes comes with certain costs, for example that so far there are no reliable estimates of divergence times between species, as informative fossil records are extreme scarce and approaches based on extrapolating divergence times from the per generation mutation rates suffer from the fact that the number of generations per year might vary by two orders of magnitude [12, 77, 78]. Further, the small size of most nematode species makes tissue-specific transcriptome profiling extremely difficult. Thus, the number of tissue-specific transcriptome studies [6, 79, 80] is far less than in vertebrates. Together with the fact that strong functional divergence between species [4, 81, 82] makes Gene Ontology term assignments for biological processes relatively unreliable, this makes the interpretation of gene sets, identified by comparative genomics approaches, quite difficult. Nevertheless, I am convinced that existing and future nematode datasets form a powerful phylogenetic framework to extend our views on genome evolution.
Acknowledgments

I would like to thank Praveen Baskaran, Neel Prabh, and Gabriel Markov for helpful comments on the manuscript.

References


64. Prabh N, Rödelsperger C (2016) Are orphan genes protein-coding, prediction artifacts, or non-coding RNAs? BMC Bioinformatics 17:226


Comparative Genomics in *Drosophila*

Martin Oti, Attilio Pane, and Michael Sammeth

**Abstract**

Since the pioneering studies of Thomas Hunt Morgan and coworkers at the dawn of the twentieth century, *Drosophila melanogaster* and its sister species have tremendously contributed to unveil the rules underlying animal genetics, development, behavior, evolution, and human disease. Recent advances in DNA sequencing technologies launched Drosophila into the post-genomic era and paved the way for unprecedented comparative genomics investigations. The complete sequencing and systematic comparison of the genomes from 12 Drosophila species represents a milestone achievement in modern biology, which allowed a plethora of different studies ranging from the annotation of known and novel genomic features to the evolution of chromosomes and, ultimately, of entire genomes. Despite the efforts of countless laboratories worldwide, the vast amount of data that were produced over the past 15 years is far from being fully explored.

In this chapter, we will review some of the bioinformatic approaches that were developed to interrogate the genomes of the 12 Drosophila species. Setting off from alignments of the entire genomic sequences, the degree of conservation can be separately evaluated for every region of the genome, providing already first hints about elements that are under purifying selection and therefore likely functional. Furthermore, the careful analysis of repeated sequences sheds light on the evolutionary dynamics of transposons, an enigmatic and fascinating class of mobile elements housed in the genomes of animals and plants. Comparative genomics also aids in the computational identification of the transcriptionally active part of the genome, first and foremost of protein-coding loci, but also of transcribed nevertheless apparently noncoding regions, which were once considered “junk” DNA. Eventually, the synergy between functional and comparative genomics also facilitates in silico and in vivo studies on *cis*-acting regulatory elements, like transcription factor binding sites, that due to the high degree of sequence variability usually impose increased challenges for bioinformatics approaches.

**Key words** Comparative genomics, Drosophila 12 genomes project, Multiple genome alignment, Evolutionary conservation, Homology-based prediction of protein-coding genes, Noncoding RNAs, miRNAs, Transcription factor binding sites

1 Introduction

Over the past two decades, comparative genomics was fueled by the complete sequencing of entire genomes and also *Drosophila melanogaster*, a primary model in genetics, developmental, and evolutionary biology, together with species from the same genus, highly...
benefitted from novel DNA sequencing technologies. The beginning of the post-genomic era for the fruit flies starts in the year 2000 with the sequencing and assembly of the D. melanogaster genome [1]. This groundbreaking achievement stemmed from the combined efforts of two consortia, the Celera Genomics and the Berkeley Drosophila Genome Project (BDGP) and the use of whole genome shotgun sequencing (WGS), a DNA sequencing technology that was previously used only for small viral and bacterial genomes. WGS provided a stunning amount of information regarding the structure and complexity of the D. melanogaster genome, which contains approximately 14,000 protein-coding genes together with a broad variety of non-protein-coding loci, including 127 miRNA genes [2] and a diversity of transposable elements, a highly dynamic class of mobile sequences that is found both in plants and in animals. Five years after D. melanogaster, also the genome of D. pseudobscura was fully sequenced [3]. The evolutionary distance between D. melanogaster and D. pseudobscura estimated in 25–55 Mya was expected to permit the investigation of both protein-coding regions as well as cis-acting regulatory elements (CRE) [4]. The comparison between the genomes of these species represents one of the first examples of comparative genomics in metazoan Eukaryotes in the post-genomic era. The study unveiled an unexpected degree of gene synteny conservation between the two species, improved substantially gene annotation, and shed light on the mechanisms of chromosome rearrangement and evolution. However, it became soon apparent that the fine mapping of CRE could be only achieved by increasing the number of the sequenced genomes from species with intermediate phylogenetic distances from D. melanogaster [3, 5]. The 12 Drosophila genome project sequenced the genomes of 10 additional Drosophila species [6–8], which were selected based on their different behavioral, developmental, and ecological characteristics, to sample, at least in part, the extraordinary biodiversity of the Drosophila genus and thus allow to infer general principles underlying speciation, adaptation, and ultimately evolution. The interrogated species ranged from D. sechellia and D. persimilis, sibling species of D. simulans and D. pseudobscura respectively within the Sophophora radiation, to the distantly related D. virilis, D. mojavensis, and D. grimshawi from the Drosophila subgenus. Besides phylogenetic considerations, also behavioral habits were included in the criteria of selection by choosing for instance fruit flies like D. sechellia, which is endemic of the Seychelles Archipelago and feeds on plants that are generally toxic to other Drosophilids. The project achieved a more comprehensive understanding of gene structure and evolution, ncRNA conservation, and chromosome dynamics over a wide range of phylogenetic distances. Furthermore, the analysis of CRE and miRNAs prompted the development of new bioinformatics tools for the prediction of RNA structures.
Comparative genomics showed that the transposable element content between the genomes diverges from approximately 2.7% in *D. simulans* to ~25% in *D. ananassae*, and more detailed analyses about the distribution and abundance of ancestral transposon families, like Galileo and 1360 that appear to have been lost in certain Drosophila species, allowed elucidating the interspecies transmission of mobile elements during evolution. Over the past 10 years, the genomes of numerous additional Drosophila species have been sequenced in the context of larger studies, like the modENCODE (Model Organism Encyclopedia of DNA Elements) Project or complementary projects carried out by individual groups. With thousands of genome-wide assays modENCODE provided a striking amount of information regarding genome structure, chromosome organization, epigenetics, chromatin marks, binding sites for regulatory factors, noncoding RNAs, as well as origins of DNA replication and their role in the regulation of gene expression and RNA processing [9, 10].

The heavy datasets produced by the sequencing machines prompted the quest for novel bioinformatic tools to systematically analyze and compare the genomes in order to extract the relevant information. Such undertaking indeed still poses several challenges due to incomplete sequencing and assembly of some genomes and the lack of colinearity between genomes of even closely related species. Furthermore, the inherent repetitive nature and the abundance of sequences like transposable elements and satellite DNA, which make up a substantial proportion of animal genomes, still represents a major challenge for the field of bioinformatics. This chapter provides an overview of several types of comparative genomics analyses that were carried out by the Drosophila 12 Genomes Project. It illustrates the approaches and tools that can be used for comparing sets of genomes from related species [6], and the potential of such comparative analyses to improve the functional annotation of these genomes [7]. The techniques involved have been covered in earlier chapters, so the focus of this chapter is on demonstrating their practical application using the 12 Drosophila genomes. Wherever relevant, updated tools are presented instead of those used in the original project.

## 2 Materials

Throughout this chapter we employ comparative genomics approaches on the *Drosophila* genomes from the Drosophila 12 Genomes Project [6–8]. The project conducted studies on the earlier published genome assemblies of *D. melanogaster* (GCA_000001215.1) as well as *D. pseudobscura* (GCA_000001765.2) [3], and additionally produced scaffolds of the genomic sequence for *D. simulans* (GCA_000259055.1),
These genome sequences occupy approximately 2 Gb of disk space and can for instance be downloaded from Genbank employing former accession numbers given in parentheses (http://www.ncbi.nlm.nih.gov/assembly), but they are also available from other relevant databases such as Flybase (http://flybase.org) [11], Ensembl (http://www.ensembl.org) [12], or from the UCSC genome browser [13]. Note that since the conclusion of the Drosophila 12 Genomes Project some of the genome assemblies have been updated (e.g., *D. melanogaster* is currently at Release 6), and also genomes of several more Drosophila species have been added, e.g., including *D. biarmipes, D. suzukii, D. bipectinata, D. eugracilis, D. elegans, D. kikkawai, D. takahashii, D. rhopaloa, D. ficushila, D. miranda,* and *D. albomicans.*

Table 1 provides a summary of all software employed in this chapter, along with the corresponding download links and

<table>
<thead>
<tr>
<th>Task</th>
<th>Software</th>
<th>Website</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Whole genome alignment</td>
<td>Lastz &amp; multiz</td>
<td><a href="http://www.bx.psu.edu/miller_lab/">http://www.bx.psu.edu/miller_lab/</a></td>
<td>[14, 15]</td>
</tr>
<tr>
<td>Evolutionary conservation of</td>
<td>PhastCons, PhyloP</td>
<td><a href="http://compgen.cshl.edu/phast/">http://compgen.cshl.edu/phast/</a></td>
<td>[17]</td>
</tr>
<tr>
<td>genomic DNA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analysis of transposable</td>
<td>PILER</td>
<td><a href="http://www.drive5.com/piler/">http://www.drive5.com/piler/</a></td>
<td>[19]</td>
</tr>
<tr>
<td>element evolution</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>genes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Orthology prediction</td>
<td>OrthoMCL</td>
<td><a href="http://www.orthomcl.org/orthomcl/">http://www.orthomcl.org/orthomcl/</a></td>
<td>[29]</td>
</tr>
<tr>
<td>Identifying protein evolutionary rates</td>
<td>PAML</td>
<td><a href="http://abacus.gene.ucl.ac.uk/software/paml.html">http://abacus.gene.ucl.ac.uk/software/paml.html</a></td>
<td>[31]</td>
</tr>
<tr>
<td>genomic RNAs</td>
<td>Vienna RNA package</td>
<td><a href="http://www.tbi.univie.ac.at/RNA/">http://www.tbi.univie.ac.at/RNA/</a></td>
<td>[33]</td>
</tr>
<tr>
<td>Annotating transcription factor binding motifs</td>
<td>BigFoot</td>
<td><a href="https://sourceforge.net/projects/bigfoot/">https://sourceforge.net/projects/bigfoot/</a></td>
<td>[39]</td>
</tr>
</tbody>
</table>

Note that the table does not provide a comprehensive list of all tools that can be used to conduct the described analyses but rather provides examples in accordance with the studies conducted by the 12 Drosophila Genomes Project.
references. The spectrum of these programs ranges from whole genome sequence alignment to the identification of protein-coding genes, noncoding RNAs, and regulatory elements. Most of the tasks described herein can be run on a personal computer. However, comparative analyses of entire genome sequences from multiple species can be computationally intensive, especially in the case of genome-wide multiple sequence alignments. Therefore for some studies, such as the phylogeny-based gene orthology predictions (Subheading 3.4.2), it is more convenient to obtain pre-computed datasets from databases where available rather than to compute them oneself. For instance, the MULTIZ whole genome alignments computed by the original Drosophila 12 Genomes Project are available in the MAF format (see Note 1) at UCSC http://hgdownload.cse.ucsc.edu/goldenPath/dm3/multiz15way. In the remainder of this chapter, we aim to provide a guideline for the manifold different analyses employing comparative genomics of the 12 Drosophila genomes. Depending on the number of alternative approaches and the overhead of technical details for installing every single program in a multi-step analysis or in the case of multiple alternatives, we restrict command line examples where suitable.

3 Methods

3.1 Computing Whole Genome Alignments

Objective: Aligning the entire genomic sequences of multiple species.

Approach: Multiple alignment is a computationally hard problem, particularly when the sequences to be aligned extend to entire chromosomes. A practicable solution is to divide the creation of a multiple alignment into two heuristic steps. First, pairwise sequence alignments are constructed for all pairs of genomes using a local alignment algorithm. Subsequently, the pairwise alignments are coalesced into a multiple sequence alignment by iterating several layers of grouping steps, i.e., chaining, netting, etc. (http://genomewiki.ucsc.edu/index.php/Whole_genome_alignment_howto). Pairwise and multiple genome alignments are pre-required for many types of analyses in comparative genomics. One simple example is to assess the conservation level of genomic intervals based on the sequence similarity implied by pairwise alignments of multiple genomes to a reference genome, as illustrated in Fig. 1 (bottom panel).

Tools: The program LASTZ [14], an improved version replacing the earlier BLASTZ algorithm, can be employed for aligning (multiple) pairs of genomes, and subsequently MULTIZ [15] generates multiple genome sequence alignments from these pairwise alignments. Both the programs can be downloaded from http://www.bx.psu.edu/miller_lab/.
Example: For instance, in order to align the chromosome 4 sequence of each *D. simulans* and *D. yakuba* with chromosome 4 of *D. melanogaster*, call:

```
lastz dm3.chr4.fa droSim1.chr4.fa --notransition --step=20 --nogapped --format=maf > dm3_4.droSim1_4.maf
lastz dm3.chr4.fa droYak2.chr4.fa --notransition --step=20 --nogapped --format=maf > dm3_4.droYak2_4.maf
```

The “--notransition,” “--step=20,” and “--nogapped” options lower the sensitivity but still provide good alignments, while greatly reducing the run time. More detailed information on the parameter control is provided by the LASTZ documentation ([http://www.bx.psu.edu/miller_lab/dist/README.lastz-1.02.00/README.lastz-1.02.00a.html](http://www.bx.psu.edu/miller_lab/dist/README.lastz-1.02.00/README.lastz-1.02.00a.html)). Next, use the tba (i.e., the “Threaded Block Aligner”) command from the MULTIZ package to combine these alignments:

```
tba "((dm3 droSim1) droYak2)" *.*.maf tba.dm3.droSim1.droYak2.maf
```
3.2 Assessing the Evolutionary Conservation of Genomic DNA

**Objective:** Detecting the degree of genome-wide evolutionary conservation from genomic alignments.

**Approach:** The identification of nucleotide conservation in a multiple genome sequence alignment can be accomplished using a phylogenetic Hidden Markov Model (phylo-HMM), which estimates the probability that a given genomic site is in a conserved state [16]. Such an approach allows correlation between adjacent sites to be taken into account (i.e., by the order of the HMM) and bases on the reasonable assumption that evolutionary conservation usually occurs at the level of genomic elements (exons, protein-binding sites, etc.) rather than at single nucleotides. In this regard, a given site is more likely to be considered conserved if its neighboring sites show a high similarity across the set of species under analysis than if the site is flanked by variable nucleotides. Importantly, the model incorporates the phylogenetic information such that nucleotide similarity between closely related species is considered less informative than nucleotide similarity between more divergent species.

**Tools:** PhastCons and PhyloP, both from the PHAST software suite [17] (http://compgen.cshl.edu/phast/). PhastCons is based on a two-state phylo-HMM, and outputs the probability of a site being conserved. PhyloP is based on a model of neutral evolution and indicates both conservation and accelerated evolution.

**Example:** Run phastCons on a multiple sequence alignment to determine conservation scores by

```bash
phastCons --target-coverage 0.393 --expected-length 23.8 --rho 0.3 --msa-format MAF tba.dm3.droSim1.droYak2.maf noncons.mod > conservation_scores.wig
```

This command requires a multiple sequence alignment input file (“tba.dm3.droSim1.droYak2.maf”) and a phylogenetic model for non-conserved regions (“noncons.mod”), which can be produced using the “PhyloFit” program from the same PHAST software suite. PhastCons outputs a wiggle track with conservation scores, i.e., a long table of genomic positions/intervals and the conservation score they have been assigned (https://genome.ucsc.edu/goldenpath/help/wiggle.html). Refer to the phastCons documentation (http://compgen.cshl.edu/phast/help-pages/phastCons.txt) for more information about setting the program parameters.

3.3 Detecting Transposable Elements

**Objective:** Detecting and analyzing the dynamics of transposable element sequences.

**Approach:** Transposable elements are marked by repeats, which can be detected in a newly sequenced genome for instance by straightforwardly scanning for known repeat sequences, for
instance from a related species. For the Drosophila genomes analyzed herein, this translates to scanning for known *D. melanogaster* repeat families in the other Drosophila species. However, such an approach certainly biases the results obtained toward the already known repeat families. Therefore, complementary software tools have been developed for detecting reads de novo, i.e., without relying on prior knowledge of specific repeat sequences or families.

**Tools:**

- **ReAS** [18]: The tool can be requested by email to ReAS@genomics.org.cn and performs ab initio repeat identification using an approach based on $k$-mers. In a nutshell, ReAS identifies $k$-mers that are statistically over-represented in the target genome and then merges these into consensus sequences that are employed for genome-wide scanning.

- **PILER** ([http://www.drive5.com/piler/](http://www.drive5.com/piler/)) [19]: The program identifies repeats from characteristic patterns of local alignments and provides the genomic locations of the identified repeats as well as consensus repeat sequences. These patterns can subsequently be employed to scan the relevant genomes with tools such as RepeatMasker [20] ([http://www.repeatmasker.org/](http://www.repeatmasker.org/)) or RepeatRunner [21] ([http://www.yandell-lab.org/software/repeatrunner.html](http://www.yandell-lab.org/software/repeatrunner.html)).

  **Example:** PILER-DF (PILER Dispersed Family) is a search mode of the PILER program employing parameters that are designed for identifying transposable elements. It requires two other programs to be installed—PALS for aligning a genome with itself and MUSCLE for creating a multiple sequence alignment of the identified repeats. Running the PILER-DF pipeline involves three steps:

  1. Find local alignments of the given genome with itself using the “pals” program.
  2. Identify families of three or more intact, isolated copies of a repeat using the “piler” program.
  3. Align repeat family sequences using the “muscle” program to create a consensus sequence.

  The PILER user guide ([http://www.drive5.com/piler/piler_userguide.html](http://www.drive5.com/piler/piler_userguide.html)) describes in detail the use of the program.

### 3.4 Comparative Genomics of Protein-Coding Genes

Due to its immediate functional impact, the annotation of protein-coding genes in newly sequenced genomes traditionally receives special attention in the field of computational genomics. From the several ways to analyze coding genes, we will cover in this chapter particularly the ones that employ comparative genomics techniques in order to annotate genes on the genome, to map genes between species and to investigate the evolutionary rates of
proteins. However, due to the strong bias in the availability of transcriptomic data between the different Drosophila species (see Note 2), we will not include the inter-species comparison of transcript structures and splicing patterns in our analyses.

3.4.1 Annotating Protein-Coding Genes

Objective: Identifying the genomic locations and the exon-intron structure of protein-coding genes.

Approach: There are two general approaches to finding genes in genomic sequences: ab initio methods that predict gene structure based on the given DNA sequence alone, and homology-based methods that employ additionally information from evolutionarily related genomes. Both the approaches were used by the 12 Drosophila Genomes Project, annotating genes by combining the results of multiple gene finding tools into a consensus set [6]. Based on identifying exons by exploiting GC content and DNA sequences of functional elements like splice site motifs, start codons and stop codons, results from ab initio methods rendered sometimes problematic in detecting the 5' and 3'-boundaries of genes, and therefore eventually split or merged the open reading frames from known D. melanogaster genes into separate gene predictions. Homology-based methods are less prone to such artifacts (Fig. 2), and therefore were employed to improve the ab initio gene annotations. Latter approach is particularly effective if transcriptome data or high quality gene models are available for one or more species, as homology can be used to transfer such information to the less well-annotated genomes.

Another application of comparative genomics relevant to the analysis of protein-coding genes is the Codon Substitution Frequency (CSF) analysis [8]. This method looks for patterns of evolutionary conservation that are characteristic for protein-coding sequences: for instance, insertions and deletions occurring preferentially in distances that are a multiple of three, or patterns of conservation in triplet positions such that—by the degeneration of the genetic code—the variable positions do not change the encoded amino acid, or substitute amino acids by such with relatively unchanged biochemical properties.

Tools:

- Ab initio prediction of gene models: AUGUSTUS (http://bioinf.uni-greifswald.de/webaugustus/) [22]. The approach uses an advanced splicing model including intron length, GC-content, and exonic reading frame to annotate gene models. For more details, see Chapter 6, Comparative Genome Annotation (S. Konig, L. Romoth, M. Stanke) of this volume.

patterns in a phylogenetic model created from a multiple genome sequence alignment. CONTRAST uses a combination of machine learning techniques to predict protein-coding genes from a multiple genome sequence alignment.

- PhyloCSF (https://github.com/mlin/PhyloCSF/wiki) [25]. PhyloCSF uses codon substitution frequencies in a phylogenetic model derived from a multiple sequence alignment to identify potential protein-coding regions. It is not designed to run on entire genome sequences, and regions with a potential gene content should be subset from the genome in the first place, using complementary gene prediction approaches.

Examples: N-SCAN is a gene prediction tool that takes advantage of homology information, which has been designed specifically for Drosophila and human genomes. After downloading and unpacking the Linux distribution from http://mblab.wustl.edu/
software/download/, the N-SCAN pipeline can be run for the
provided example data by running the binary:

```
./bin/Nscan_driver.pl -d nsca
```

where the input file “example.fa” contains the DNA sequence
to be scanned, and “nsca_driver.config” provides the configuration
parameters. The corresponding results are placed in the “nsca-
Output” folder. Note that, for proper operation, N-SCAN relies
on other programs like RepeatMasker and LASTZ/MULTIZ
(Subheading 3.1). More detailed instructions are available in the
README file in the distribution release.

PhyloCSF works on pre-aligned genomic sequences for the
locus being investigated, which can be extracted from a MAF file
by using for instance the “msa_view” program from the PHAST
software package (Subheading 3.2). Furthermore, also a phyloge-
netic model of the involved species involved is required, in order to
execute the command

```
./PhyloCSF 12flies PhyloCSF_Examples/tal-AA.fa
```

where “PhyloCSF_Examples/tal-AA.fa” is a FASTA format file
containing the DNA sequences from the different genomes
involved, and “12flies” additionally provides the prefix for a set of
files in the “PhyloCSF_Parameters” subfolder of the distribution,
which describe the phylogeny of interest. More information on
PhyloCSF can be found at https://github.com/mlin/PhyloCSF/

3.4.2 Orthology

**Objective:** Finding orthologous genes in two or more species.

**Approach:** Orthology inference—the identification of ortholo-
gous genes between species—is most readily performed using phy-
logenetic techniques that reconstruct the evolutionary relationships
between genes across species [26]. However, exact phylogenetic
reconstructions can become computationally intensive, especially
when performed on a genome-wide scale. Consequently, often
heuristic approaches are applied [26], which usually exploit
sequence alignments between genes to identify reciprocal best
hits, i.e., pairs of genes from different genomes that mutually
show the highest similarity (i.e., the best hit) compared to all
other genes in each species. Synteny maps describing the ordering
of genes along each chromosome provide a further source of infor-
mation to resolve ties, and permit distinguishing between multiple
potential candidates for an orthologous gene pair. The Drosophila
12 Genomes Project employed a heuristic approach involving the
combination of a reciprocal best hit algorithm (“fuzzy” reciprocal
best hits) with synteny information (by the “Synpipe” pipeline developed within the project) in order to identify orthologous genes [6]. Orthology inference enables analysis of evolutionary dynamics in gene duplication, as observed in lineage-specific expansions of a gene family (see Note 3).

**Tools:**

- Phylogeny-based orthology inference: Some public databases provide pre-computed phylogeny-based gene orthology mappings for extensive collections of species. Examples are the Ensembl Compara database (http://www.ensembl.org/info/ genome/compara/homology_method.html) [27] and PhylomeDB (http://phylomedb.org/) [28].

- Heuristic approaches to orthology inference: OrthoMCL (http://www.orthomcl.org/orthomcl/) [29]. OrthoMCL is a tool for constructing orthologous groups of genes across multiple species, using a Markov Cluster algorithm to group putative orthologs and paralogs.

Phylogeny-based orthology predictions use computationally intensive pipelines, for instance OrthoMCL comes as a suite of programs that need to be run sequentially. See the user guide for more information (http://www.orthomcl.org/common/downloads/software/v2.0/UserGuide.txt).

However, the databases with pre-computed sets of orthologous genes at hand are quite comprehensive. PhylomeDB, for example, contains proteome-wide orthology predictions for over 1000 species. For more information about the general topic of orthology prediction, see also Chapter 6, Comparative Genome Annotation (S. Konig, L. Romoth, M. Stanke) in this volume.

### Estimating Protein Evolution Rates

**Objective:** Identifying protein sequences under particular selective constraints, either purifying (slower evolving) or positive (faster evolving) selection.

**Approach:** Natural selection on protein-coding sequences can be detected using the ratio of mutations that change the identity of the amino acid (non-synonymous mutations) to those that do not (synonymous mutations), referred to as the dN/dS ratio [30]. A ratio greater than one is indicative of positive selection, suggesting that mutations that change the amino acid being retained to a greater degree than silent mutations. In contrast, a ratio less than one indicates selection against mutations that change the identity of amino acids, or purifying selection.

**Tool:** PAML (http://abacus.gene.ucl.ac.uk/software/paml.html) [31]. PAML (Phylogenetic Analysis by Maximum Likelihood) is a software package for conducting phylogenetic analyzes on DNA or protein sequences. Among multiple other applications, the approach computes the dN/dS ratios of protein-coding genes.
3.5 Predicting Noncoding RNA Loci

**Objective:** Detecting loci that transcribe noncoding RNAs in genomic sequences.

**Approach:** Noncoding RNAs (ncRNAs) lack an open reading frame and therefore the strongest markers used to predict protein-coding genes. They are usually attempted to be localized by scanning genome sequences for potential RNAs that form specific secondary structures. This approach, employed by the Drosophila 12 Genomes Project, can obviously also produce a considerable number of false positives [6, 7]. Therefore, the Consortium in the first place focused on evolutionarily conserved regions in order to narrow down the search space when looking for ncRNAs. Subsequently, nucleotide sequences characteristic of RNA secondary structures (e.g., palindromic sequences that would fold into stem-loop structures) were investigated. However, RNA secondary structures can also commonly be found in protein-coding mRNAs, and to solve this issue predicted ncRNAs were removed if they exhibited protein-coding potential as determined by homology to known protein-coding genes or evolutionary patterns characteristic of protein-coding regions (see Subheading 3.4.1).

**Tool:** EvoFold ([http://moma.ki.au.dk/~jsp/software.html](http://moma.ki.au.dk/~jsp/software.html)) [32]. EvoFold predicts RNAs from genomic sequence using conservation information from genome-wide multiple sequence alignments. Note that EvoFold tends to over-predict and therefore requires a careful filtering for higher scoring sequences to achieve reliable results.

**Example:** EvoFold can be downloaded as a single runnable program from the URL above. It can be run with:

```bash
./EvoFold_static --configFilePath EvoFoldConfig.v7b --completeFile=allPred.tab test1.ama dros12way.nwk
```

where "--configFilePath" points to a folder with configuration files (as provided by the downloaded program package), "--completeFile" provides the name of the output file, "dros12way.nwk" provides an evolutionary tree in Newick format containing the species in the multiple sequence alignment, and "test1.ama" is a proxy for
the multiple sequence alignment in the AMA format, which differs from the MAF format (see Note 1) by employing dots for sequences absent from the alignment blocks.

### 3.6 Identifying Micro-RNAs

**Objective:** Detecting the location of micro-RNAs in genomic sequences.

**Approach:** Micro-RNAs (miRNAs) are a subclass of ncRNAs with very characteristic attributes, which can be exploited to detect them by scanning the genomic sequence for specific RNA secondary structures, in particular stem-loop forming complementary sequences. The Drosophila 12 Genomes Project used a complex pipeline based on the Vienna RNA Package [33] to compute secondary structures in a 120 nt sliding window across the genome for identifying such stem-loop structures, and subsequently filter them according to different criteria. Complementary programs like miRseeker [34] and miRscan [35] have been developed specifically to scan for miRNAs in genomic sequences using evolutionary conservation as a guide, but unfortunately are currently not publicly available.

**Tool:** The Vienna RNA package [33] ([http://www.tbi.univie.ac.at/RNA/](http://www.tbi.univie.ac.at/RNA/)) is a set of programs for the prediction and comparison of RNA secondary structures.

**Example:** A tutorial on using the various programs in the Vienna RNA package can be found at: [http://www.tbi.univie.ac.at/RNA/tutorial/](http://www.tbi.univie.ac.at/RNA/tutorial/).

### 3.7 Finding Transcription Factor Binding Site Motifs

**Objective:** Identifying transcription factor binding site motifs in the sequences of regulatory elements.

**Approach:** Phylogenetic footprinting is a technique that aims to identify conserved transcription factor binding motifs in orthologous DNA sequences from different species, such as the regions upstream of genes containing the promoter [36–38]. In order to reduce the number of false positives, additional information derived from the conservation of the motif orientation and of motif clustering can be included in the analyses.

**Tool:** BigFoot ([https://sourceforge.net/projects/bigfoot/](https://sourceforge.net/projects/bigfoot/)) [39].

**Example:** BigFoot is a Java program that comes with an integrated graphical user interface. It requires the Java Virtual Machine to be installed on the host machine, but the program itself does not require any installation procedure. After downloading the release from the URL given above and unpacking it, run the graphical interface with:

```
java -Xmx512M -server -jar BigFoot.jar
```

Alternatively, the program can also be executed from the Linux command line, providing a list of available options by
Nicely formatted HTML help pages are provided within the downloaded package, which may be consulted for extended information on using the program.

4 Notes

1. MAF format. The Multiple Alignment Format (MAF) has been designed to provide a text-based visualization for the alignment of more than two sequences. The format can handle strand orientation as well as genomic rearrangements, which makes it suitable to also represent genomic sequence alignments. MAF files are line-based, starting with a defined header followed by alignment blocks represented by paragraphs separated by blank lines. The header consists of a mandatory line starting with the word “##maf” followed by white-space-separated “variable = value” pairs, and an optional parameters line starting with the comment symbol “#.” The remainder of the file describes the alignment, with the first symbol of each line indicating the type of information provided. Each alignment block begins with a line starting with the letter “a” followed by attributes of the alignment in the subsequent block, such as its alignment score. Subsequent lines in the block begin with “s” and comprise the fields sequence name, start position, aligned block length, strand, total sequence length, and eventually the alignment block sequence of the corresponding genome. Optionally, MAF files can contain lines starting with an “i” (i.e., “information” lines providing additional context of the preceding sequence line), an “e” (i.e., “empty” lines to represent empty parts of the alignment block), or ”q” (i.e., “quality” lines that show quality scores per aligned base). For a more detailed description of the MAF format, refer to https://genome.ucsc.edu/FAQ/FAQformat.html#format5. The following is an example block of the MAF file available at http://hgdownload.cse.ucsc.edu/goldenPath/dm3/multiz15way/chr4.maf.gz:

```txt
##maf version=1 scoring=autoMZ.v1
...
 a score=-90546.000000
 s dm3.chr4 3216 19 + 1351857 TCCTT---------------------GATCAGGCATTTGC------G
 s droSim1.chrU 13429381 31 - 15797150 tcctt-------tgcccgc-------caatgggcacttc-cgggtg
 i droSim1.chrU C 0 C 0
 s droSec1.super_74 88019 29 + 162789 tcctc-------ttcttgc--g--aacaaaaagcactta------g
```
2. Noticeably, the gene models employed in the Drosophila 12 Genomes Project do not include information about exon-intron structures and alternative splicing. Instead, a single consensus model for each gene has been produced for the comparative studies of genes. While the comparison of splicing patterns in between the different Drosophila species can certainly provide more insights about the processing of transcribed loci, such undertaking might also produce artifacts in the case of unreliable gene models or poorly conserved splicing patterns. To date, extensive transcript annotation and high-quality gene models have been produced only for \textit{D. melanogaster}, while they are not yet available for other Drosophila species. These limitations are likely to introduce a strong bias in the study, and evolutionary dynamics in (alternative) splicing additionally can hamper reliable analyses based on comparative transcriptomics.

3. During evolution, a gene can undergo duplication events, which after the speciation event of a certain lineage produce one or more redundant copies (i.e., paralogs) of the original locus. Consequently, all these paralogs of a gene are
orthologous to the ancestral gene preserved in other species. Under the scenario of such lineage-specific gene amplification events that occurred in one or both species under comparison, orthology cannot always be reduced to uniquely resolved one-to-one mappings between genes, and also entails one-to-many or many-to-many mappings.
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Abstract

Genomes can be compared at different levels of divergence, either between species or within species. Within species genomes can be compared between different subpopulations, such as human subpopulations from different continents. Investigating the genomic differences between different human subpopulations is important when studying complex diseases that are affected by many genetic variants, as the variants involved can differ between populations. The 1000 Genomes Project collected genome-scale variation data for 2504 human individuals from 26 different populations, enabling a systematic comparison of variation between human subpopulations. In this chapter, we present step-by-step a basic protocol for the identification of population-specific variants employing the 1000 Genomes data. These variants are subsequently further investigated for those that affect the proteome or RNA splice sites, to investigate potentially biologically relevant differences between the populations.

**Key words** Comparative genomics, Population variation, Human genomics, Single-nucleotide polymorphisms

1 Introduction

Historically comparative genomics primarily involves the comparison of genomes from different species, employing one single sequence being used to represent each species [1]. However, genomic variation incurs at multiple levels, also between strains, populations, and individuals of the same species. Comparative genomics within a species can be used to investigate population dynamics and the evolutionary history since the speciation event when it diverged from other species. Such studies can also be applied to our own species, and in recent years there has been a surge of interest in investigating human evolution and tracing the migratory patterns of ancient human subpopulations using DNA recovered from fossil human remains [2]. Studies along these lines have shed light on our recent ancestry, including inter-breeding with other closely related hominins [3] and ancient migratory patterns [4].

Comparative population genomics can also be employed at an even more fine-grained level to determine how modern human
subpopulations differ genetically from each other. This is important
for biomedical and genetic research, as every individual’s genome is
unique and human genomes share a varying degree of similarity
with each other depending on whether the corresponding donors
are from the same or from different populations. Disparities
between individuals from different populations can manifest in
variations of the sequence of bases in the genome, so-called Single
Nucleotide Polymorphisms (SNPs), insertions or deletions of short
sequences (“indels”), and genomic rearrangements (“structural
variants”). Such population differences imply that, instead of
using a single reference genome [5, 6], it would be more appropri-
ate to use population-specific reference genomes, for instance one
based on African genomes for studies involving Africans, one for
East Asians, one for Europeans, etc.

Considerations along these lines are particularly relevant for the
investigation of complex diseases, which are influenced by several
different genetic factors that each have a relatively small effect on
the disease risk. To advance in identifying potential causal variants
typically Genome-Wide Association Studies (GWAS) are employed,
which employ oligonucleotide chips to determine individual geno-
types at variable genomic sites (SNPs) for large numbers of indivi-
duals both with and without the disease in question [7]. Potential
causal or protective variants then are identified by genetic variants
that are over-represented in either cases or controls respectively.
However, due to population-genetic differences, individuals from
different populations certainly can have different such disease-
relevant variants. Therefore, GWAS need to be carried out in
genetically homogeneous populations, also in order to avoid the
detection of spurious associations that are created by different
population backgrounds between cases and controls. Failure to
control for the population makeup can readily result in predicting
false positives because–due to the multigenic nature of complex
diseases—the disease-associated variants are usually only marginally
enriched in one of the investigated groups.

The first large-scale population genomic study in humans, the
international HapMap Project [8], focused particularly on investi-
gating single-nucleotide polymorphisms (SNPs) in different human
subpopulations. A major goal of this project was to facilitate GWAS
by allowing expanding the number of observed genetic variants
through imputation [9], a computational technique that takes
advantage of correlations in the co-occurrence of SNPs. These
correlations can be obtained from the extensive SNP data of the
HapMap project and allow extrapolating the observations from the
limited number of SNPs interrogated by a SNP array to other,
uninterrogated SNPs. However, since the HapMap project has
been limited to surveying common genetic variants, also imputa-
tion based on the respective SNP arrays cannot fail to provide a
complete picture of an individual’s genomic landscape.
In order to also assess rare variants systematically throughout the human genome, the 1000 Genomes project has been established with the objective of sequencing the genome sequences from more than a thousand individuals from different populations [10]. Data produced in this project provides an excellent resource for performing analyses on comparative genomics in human. In this chapter, we provide a protocol for comparing the genomes of individuals from three different populations that have been sequenced in the 1000 Genomes Project, i.e., Europeans, Chinese, and Yoruba from Western Africa. The presented analyses first identify genetic variants characteristic for each population and then further analyze their potential effects on protein-coding genes. The study we present is to provide an example of how comparative genomics can be employed to investigate variations between different populations of the human species.

2 Materials

2.1 Hardware and Operating System Requirements

The analyses explained herein can, in principle, be performed on any personal computer or laptop, but in practice the sizes of the analyzed datasets may require large amounts of disk space, e.g., tens or hundreds of gigabytes, and also of CPU processing time, like hours to days. Therefore, it is recommendable to execute the commands below on a workstation with at least 500 GB of available disk space, 4–8 GB of RAM, and 2–4 CPUs.

All the steps of the analyses are described as command lines that can be executed by bash or by a similar shell interpreter on a default UNIX-like operating system, such as Linux or Mac OSX. The installation of third-party software further requires the system to be set up for C/C++ compilation, to compile the corresponding programs from source code. Super-user privileges are not necessary to conduct the analyses, but can be used to install scripts or programs system-wide.

2.2 Installation of Required Programs

2.2.1 HTS Lib

HTS Lib (High Throughput Sequencing Library; http://www.htslib.org) is required by VCF Tools described in the next section. It contains the bgzip and tabix programs for compressing and indexing VCF files respectively.

Retrieve with:

```
wget https://github.com/samtools/htslib/releases/download/1.3/htslib-1.3.tar.bz2
```

Compile with:

```
tar -xvjf htslib-1.3.tar.bz2
cd htslib-1.3/
```
2.2.2 VCF Tools

Our examples employ VCF Tools [11], a program suite to analyze files formatted in the Variant Call Format (VCF) that has been designed to store information on genome variants (described below). Note that BCF Tools (https://samtools.github.io/bcftools) provide a faster alternative for most of the VCF Tools, but will not be covered here for reasons of simplicity.

Obtain VCF Tools with:

\[
\text{wget https://github.com/vcftools/vcftools/releases/download/v0.1.14/vcftools-0.1.14.tar.gz}
\]

Compile with:

\[
\text{tar -xvzf vcftools-0.1.14.tar.gz}
\]
\[
\text{cd vcftools-0.1.14/}
\]
\[
\text{./configure}
\]
\[
\text{make}
\]

Install with (requires root privileges):

\[
\text{sudo make install}
\]

or perform a local install with (again, the installation location \$HOME/.local can be changed as desired, but should be in the user’s $PATH environment variable):

\[
\text{make prefix=$HOME/.local install}
\]

Most of the VCF Tools commands are Perl scripts that make use of modules provided with the VCF Tools installation. To ensure that the Perl interpreter is able to find them, the location of these modules needs to be added to the PERL5LIB environment.
variable, either by (in the case of a system-wide installation of VCF Tools):

```bash
export PERL5LIB=/usr/local/share/perl5
```

or with (replace `$HOME/.local` with installation location if different):

```bash
export PERL5LIB=$HOME/.local/share/perl5
```

The export command above should be added to the user’s startup shell script (usually “~/.bashrc” or “~/.profile”) to make it run automatically each time a new shell is started. Otherwise, the command will need to be run manually in every new shell before VCF Tools can be executed. If the environment variable PERL5LIB is not set correctly, running one of the VCF Tools commands fails with an error message that starts with: “Can’t locate Vcf.pm in @INC (you may need to install the Vcf module)”

### 2.2.3 BED Tools

In our toy study, we will employ Bedtools for arithmetic operations on genomic intervals, for instance when overlapping SNPs with coding exons (Subheading 3.2).

Retrieve Bedtools with

```bash
wget https://github.com/arq5x/bedtools2/releases/download/v2.24.0/bedtools-2.24.0.tar.gz
```

Compile with

```bash
tar -xvzf bedtools-2.24.0.tar.gz
cd bedtools2/
make
```

A system-wide installation is achieved by copying the programs to a default folder in the $PATH variable. For instance (requires root privileges):

```bash
sudo cp ./bin/* /usr/local/bin/
```

Alternatively, a local install can be performed with (the installation location `$HOME/.local/bin` can be changed as desired, but should be in the user’s $PATH environment variable)

```bash
cp ./bin/* $HOME/.local/bin/
```


2.2.4 AStalavista

The AStalavista Scorer tool [12] can be employed to estimate the effect of genomic variants within splice sites on the corresponding splicing efficiency. In order to run AStalavista, Java (version $\geq$ 1.6) needs to be installed on the system and should be available in the user’s $\text{PATH}$ environment variable. Java is available for most Linux distributions, and can be installed via their standard package management systems.

Retrieve AStalavista with:

```
wget http://artifactory.sammeth.net/artifactory/barna/barna/barna.astalavista/3.2/astalavista-3.2.tgz
```

Unpack with:

```
tar -xvzf astalavista-3.2.tgz
```

This will create a new folder called “astalavista-3.2” within the current directory. AStalavista does neither require compilation nor installation, and can be run directly from the “bin” subfolder of the unpacked tar archive. In order to run it from anywhere on the system simply by typing the “astalavista” command, add the full path of the “astalavista-3.2/bin” subfolder to the $\text{PATH}$ environment variable. This can be done once by modifying the “.bashrc” or “.profile” configuration files in the user’s home folder, and the new $\text{PATH}$ will be available in every new shell session that is started.

2.3 Download the Human Reference Genome

As detailed in the next section, genomic variation data are generally stored as sets of variable positions relative to a reference genome. There are different reference assemblies of the human genome and different versions of the same assembly (see Note 1). It is important to choose the appropriate reference for each analysis, because the genomic coordinates and also the names of chromosomes can differ between them. As we will compare in this chapter the population variants obtained from the 1000 Genomes Project [10], it is intuitive to obtain the reference genome sequence directly provided at the FTP site of the 1000 Genomes Project, which is one large compressed FASTA file (file size: ~900 MB).

```
```

However, in the subsequent sections, we focus with our analyses only on chromosome 19, one of the smallest, nevertheless rather gene-rich chromosomes in the human genome, mainly by motivations to reduce the computation time. The 1000 Genomes site provides exclusively the copy of the entire reference genome
downloadable by the above command, but the Ensembl genome browser database provides a version of the reference human genome that is compatible with that of the 1000 Genomes Project and allows downloading each chromosome individually. We therefore can obtain the sequence of chromosome 19 only more rapidly by

```
homo_sapiens/dna/Homo_sapiens.GRCh37.dna.chromosome.19.fa.gz
```

### 2.4 Download VCF Files of Individuals from Different Populations

The reference format called the “Variant Call Format” (VCF) developed by the 1000 Genomes Project and described by Table 1 (see also [http://www.1000genomes.org/wiki/Analysis/vcf4.0](http://www.1000genomes.org/wiki/Analysis/vcf4.0)) stores genetic variation data as sets of variable positions relative to a reference genome rather than providing the complete individual genome sequence. Such data structure allows, on the one hand, storing (potentially partial) variant data obtained using SNP microarrays rather than full genome sequencing. On the other hand, it also reduces the variation of individual genomes obtained by sequencing to the amount of information necessary to describe their differences based on a reference, avoiding the redundant storage of bases that are the same (~99.9% in the case of the human genome).

#### Table 1

Each line of a VCF file corresponds to a variant, and the fields (i.e., columns) are by specification tab-separated. Note that the INFO field (column 8) describes multiple attributes of the variant as `key = value` entries, for instance alternative allele frequencies (key “AF”)

<table>
<thead>
<tr>
<th>Field Number</th>
<th>Name</th>
<th>Brief description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CHROM</td>
<td>The name of the reference sequence (typically a chromosome) on which the variation has been called.</td>
</tr>
<tr>
<td>2</td>
<td>POS</td>
<td>The 1-based position of the variation in the given sequence.</td>
</tr>
<tr>
<td>3</td>
<td>ID</td>
<td>The identifier of the variation, e.g., a dbSNP rs identifier or just “.” if unknown.</td>
</tr>
<tr>
<td>4</td>
<td>REF</td>
<td>The base(s) of the reference sequence at the position of the variant.</td>
</tr>
<tr>
<td>5</td>
<td>ALT</td>
<td>The sequences of alternative alleles at this position.</td>
</tr>
<tr>
<td>6</td>
<td>QUAL</td>
<td>A quality score associated with the inference of the given alleles.</td>
</tr>
<tr>
<td>7</td>
<td>FILTER</td>
<td>A flag indicating which of a given set of filters the variation has passed.</td>
</tr>
<tr>
<td>8</td>
<td>INFO</td>
<td>An extensible list of semicolon-separated key-value pairs describing extended information on the variation.</td>
</tr>
<tr>
<td>9</td>
<td>FORMAT</td>
<td>An (optional) extensible list of fields for describing the samples.</td>
</tr>
<tr>
<td></td>
<td>SAMPLES</td>
<td>For each (optional) sample described in the file, values are given for the fields listed in FORMAT.</td>
</tr>
</tbody>
</table>
2.4.1 Retrieving SNPs from the 1000 Genomes

The 1000 Genomes Project provides one VCF file per chromosome, and the variants of all 1000 Genomes individuals in chromosome 19 can be downloaded from the project’s FTP site by the command (file size: ~350 MB):

```
wget ftp://ftp.1000genomes.ebi.ac.uk/vol1/ftp/release/20130502/ALL.chr19.phase3_shapeit2_mvncall_integrated_v5a.20130502.genotypes.vcf.gz
```

The VCF file provides the genotypes (SNPs and indels) of all 2504 individuals from the different populations that have been investigated in the project (e.g., Chinese, Yoruba, ...). The downloaded VCF file is `bgzip` compressed but needs not be inflated because the VCF Tools program can operate directly on compressed VCF files. However, an index file is required to randomly access different parts of the considerably large file, which can be downloaded from the same source (file size: 55 KB):

```
wget ftp://ftp.1000genomes.ebi.ac.uk/vol1/ftp/release/20130502/ALL.chr19.phase3_shapeit2_mvncall_integrated_v5a.20130502.genotypes.vcf.gz.tbi
```

The use of an index file significantly speeds up the processing of the VCF file by the VCF Tools program used in the subsequent steps. To further limit the computational resources and time, we restrict our example to biallelic SNPs with one reference and one alternative allele and exclude multi-allelic SNPs as well as insertion/deletion variants by the following command:

```
vcf tools --gzvcf ALL.chr19.phase3_shapeit2_mvncall_integrated_v5a.20130502.genotypes.vcf.gz --chr 19 --min-alleles 2 --max-alleles 2 --remove-indels --recode --recode-INFO-all --stdout | bgzip -c > chr19_biallelicSNPs_ALL.vcf.gz
```

The above command stores the filtered SNPs in another compressed VCF file using the `bgzip` command, which is subsequently again indexed by

```
tabix -p vcf chr19_biallelicSNPs_ALL.vcf.gz
```

Note that the indexing process should generally be carried out every time a new VCF file is generated, and some of the VCF Tools require the input VCF file(s) to be both `bgzip`-compressed and `tabix`-indexed.
2.4.2 Obtaining Genomic Variants per Population

The VCF file downloaded in the previous section contains the pooled genotypes of individuals from all populations. To facilitate our analysis of comparing individuals from different populations with each other, we would prefer to separate the variants into different files, one for each population. This task can be achieved manually through the Data Slicer web tool (http://browser.1000genomes.org/Homo_sapiens/UserData/SelectSlice) of the 1000 Genomes Project (Fig. 1).

Note that downloading each population VCF file separately for every analyzed population by the data-slicer requires repeating the biallelic SNP filtering in each of the downloaded files (Subheading 2.4.1.). Alternatively, individuals can be segregated by population from the VCF file with all individuals obtained in the previous section. To do so, we require a file that provides the population for individual ID from the 1000 Genomes Project, which can be retrieved with

```
wget ftp://ftp.1000genomes.ebi.ac.uk/vol1/ftp/release/20100804/20100804.ALL.panel
```

The first column of this file provides the individual IDs, and the second column correspondingly the population IDs. A list of
individual IDs for a particular population (e.g., CEU = Central Europeans from Utah) can thus be obtained by

```bash
awk '{$2="CEU";print $1}' 20100804.ALL.panel | sort -u > individuals_CEU.txt
```

However, this list of individuals obtained from the population panel also contains IDs that are not present in the actual VCF file, and VCF Tools will fail when trying to retrieve an ID that is not in the VCF file. We therefore generate a list of individuals described by the VCF file using

```bash
zcat chr19_biallelicSNPs_ALL.vcf.gz | grep "^#CHROM" | cut -f10- | tr '\t' '\n' | sort -u > individuals_VCF.txt
```

and then overlap both lists by

```bash
comm individuals_CEU.txt individuals_VCF.txt | awk '/\t\t/{print $1}' > individuals_CEU_VCF.txt
```

The genotypes for a certain subset of individuals (specified by a list of IDs as we have just generated) can be obtained from a VCF file using the `vcf-subset` command from VCF Tools, using a list of individual IDs to be filtered from the VCF file. Employing the IDs of CEU individuals, their corresponding SNPs can be obtained by the `vcf-subset` command

```bash
vcf-subset -r -t SNPs -c individuals_CEU_VCF.txt chr19_biallelicSNPs_ALL.vcf.gz | bgzip -c > chr19_biallelicSNPs_CEU.vcf.gz
```

This process then is repeated accordingly to obtain the variants of individuals from all other populations. Combining the commands described above in a little shell script, we can retrieve the population-specific individual genotypes for the CEU (European), CHB (Chinese), and YRI (African) populations.

```bash
for pop in CEU CHB YRI
do
echo "Getting list of individual IDs for population $pop"
awk -v pop=${pop} '{$2=pop;print $1}' 20100804.ALL.panel | sort -u > individuals_${pop}.txt
com individuals_${pop}.txt individuals_VCF.txt | awk '/\t\t/{print $1}' > individuals_${pop}_VCF.txt
echo "Filtering VCF file for population $pop SNPs"
vcf-subset -r -t SNPs -c individuals_${pop}_VCF.txt chr19_biallelicSNPs_ALL.vcf.gz | bgzip -c > chr19_biallelicSNPs_${pop}.vcf.gz
```


The above script will generate three indexed and compressed VCF files that contain subsets of the individuals from the 1000 genomes project, one for each of the three populations, and the corresponding set of variants.

### 2.5 Download the Gencode Reference Annotation

In our example, we employ the Gencode genes as a reference transcriptome annotation for the human genome [13]. The entire Gencode transcriptome annotation dataset can be downloaded from the Gencode annotation FTP site with the command (file size: ~38 MB):

```bash
```

Subsequently, the downloaded gzip archive is decompressed with

```bash
gunzip gencode.v19.annotation.gtf.gz
```

**Table 2**

GTF Files are tab-separated tables with nine columns. According to the specification, all but the final column must contain a value, and “empty” columns should be assigned a “.” (dot)

<table>
<thead>
<tr>
<th>Field Number</th>
<th>Name</th>
<th>Brief description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SEQNAME</td>
<td>The name of the chromosome, scaffold, or contig.</td>
</tr>
<tr>
<td>2</td>
<td>SOURCE</td>
<td>The name of the program that generated this feature, or the data source (database or project name).</td>
</tr>
<tr>
<td>3</td>
<td>FEATURE</td>
<td>The feature type name, e.g., gene, variation, similarity, etc.</td>
</tr>
<tr>
<td>4</td>
<td>START</td>
<td>The (1-based) start position of the feature in SEQNAME.</td>
</tr>
<tr>
<td>5</td>
<td>END</td>
<td>The (1-based) end position of the feature in SEQNAME.</td>
</tr>
<tr>
<td>6</td>
<td>SCORE</td>
<td>A floating point value representing the quality of the feature.</td>
</tr>
<tr>
<td>7</td>
<td>STRAND</td>
<td>The directionality of the feature with respect to the sequence of SEQNAME, defined as + (forward) or – (reverse).</td>
</tr>
<tr>
<td>8</td>
<td>FRAME</td>
<td>The reading frame (“0”, “1,” or “2”) of a CDS overlapping the feature, where “0” indicates the first, “1” the second, and “2” the third base of a codon.</td>
</tr>
<tr>
<td>9</td>
<td>ATTRIBUTE</td>
<td>A semicolon-separated list of tag-value pairs (separated by a space), providing additional information about each feature (e.g., gene_id “ACTB”)</td>
</tr>
</tbody>
</table>
The GTF format of the downloaded file is described in Table 2. Refer also to the pages http://mblab.wustl.edu/GTF22.html and http://www.ensembl.org/info/website/upload/gff.html for a more detailed description of the GTF format. The Gencode annotation uses the GRCh37 assembly, but prefixes the chromosome names with “chr,” whereas the 1000 Genomes Project VCF file uses the NCBI/Ensembl style of chromosome names that lack this prefix. To make the files compatible with each other, we shorthandy remove the “chr” prefix from the (smaller) GTF file with the command

\[ \text{sed 's/^chr//'} \text{gencode.v19.annotation.gtf > gencode.v19.GRCh37.annotation.gtf} \]

### 3 Methods

Genomes of individuals from different populations can differ in their composition by type and frequency of genomic variants, like SNPs and indels. These differences can emerge from variants being subject to positive selection in specific populations [14], although this is not necessarily always the case [15]. Genomic variants that have been sampled in large numbers from donors of different populations, like in the 1000 Genomes Project, provide the power to compare different populations and to identify variants that are common in a certain population but rare in others. We term these as population “marker” variants and in this section we will identify population marker variants for three different populations from the 1000 Genomes Project—a European population (CEU), an East Asian population (CHB), and an African population (YRI).

It should be noted that the definition of a marker depends, to a high degree, on the reference panel of populations included in the comparison. In our case, we will naturally discover less markers when we increase the number of populations we compare to. In order to discover marker SNPs and to evaluate their functional impact, we employ a workflow with three main steps (Fig. 2).

1. Retrieve bi-allelic SNP variants for all available genotypes in the CEU, CHB, and YRI population.
2. Determine marker variants, i.e., SNPs with a high non-reference allele frequency in one of the populations but not in the others.
3. Investigate the functional impact of these markers in the proteome and in splice sites.

Step (1) has already been achieved when preprocessing the downloaded VCF file (Fig. 2a) and segregating individuals/SNPs from different populations as described in Subheading 2.4.2 (Fig. 2b). Step (2) consists in collecting from each population the
SNPs with allele frequencies above a certain threshold (Subheading 3.1.1) and comparing them to SNPs correspondingly collected from other populations (Subheading 3.1.2). Step (3) then analyzes thus obtained marker SNPs to protein-coding regions (Subheading 3.2) and to splicing sites (Subheading 3.3).
3.1 Determining Populations
“Marker” SNPs

3.1.1 Filter SNPs Based on Non-reference Allele Frequency

VCF files allow storing the frequency of the corresponding allele along with every variant, and the 1000 Genomes Project provides these allele frequencies across their entire dataset (Subheading 2.4). Two popular concepts are employed for measuring allele frequencies: the non-reference allele frequency that measures the proportion of the allele differing from the reference genome across all investigated individuals, and the derived allele frequency that attempts to impose an evolutionary model to determine which of the two (or more) variants at a genomic site corresponds to the ancestral allele that then (instead of the variant of the reference genome) provides the basis for computing the relative frequency of derived alleles.

As the ancestral allele is often also the most common allele of a variant site, it intrinsically has a high chance of being included in the reference genome. In these cases, the non-reference allele frequency converges to the derived allele frequency of a variant. It should however be noted here that the human reference sequence is based on only a handful of individuals [5, 6], and therefore also contains low-frequency alleles (called “minor alleles”) that were present in the sequenced individuals even though the non-reference allele would actually be more representative for the entire human population. Such variants then show up with high frequencies in all populations. Allele frequencies computed based on an evolutionary model are therefore generally a better choice; however, as the evolutionary status cannot always be determined for each SNP, some variants may fail to get assigned a derived allele frequency value (see Note 2).

The VCF files obtained from the 1000 Genomes Project provide allele frequencies (encoded in the INFO column, see Table 1) based on the entire dataset of 2504 genomes. In order to determine the frequency of each SNP within a population, we re-compute the frequencies of non-reference alleles relative to the corresponding population dataset. VCF Tools can compute and directly filter SNPs based on their non-reference allele frequencies in a file, through the use of the “--non-ref-af” option. To filter the SNPs from the population-specific VCF files based on three different minimum non-reference allele frequency thresholds of 0.5, 0.7, and 0.9, we can therefore employ a script

```bash
for t in 0.5 0.7 0.9
do
  for pop in CEU CHB YRI
do
    echo "Getting marker SNPs at frequency threshold ${t} for population ${pop}"
vcf2tools --non-ref-af ${t} --gzvcf chr19_biallelicSNPs_${pop}.vcf.gz --recode --stdout | bgzip -c >
```
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The above command will generate nine indexed and compressed VCF files, containing exclusively SNPs passing the corresponding one of the three thresholds in each of the three populations.

3.1.2 Compare SNP Occurrences Between Populations

Next, we compare the SNPs frequently observed in a population—as determined by the previous step—with SNPs that are frequent in the other populations under consideration, to remove alleles with a ubiquitously high alternative allele frequency (i.e., cases where the human reference genome includes a minor allele, see Subheading 3.1.1). There are different possibilities of achieving this goal, one is provided by using the VCF Tool “vcf-isec” to intersect the VCF files with frequent SNPs from different populations. Accordingly, the command below subtracts from all SNPs that occur frequently (i.e., above threshold $t = 0.5, 0.7, \text{ or } 0.9$) the SNPs with alternative frequencies $>0.5$ in one of the other populations:

```bash
for t in 0.5 0.7 0.9 do
    # CEU-specific marker SNPs
    vcf-isec --force --complement
    chr19_biallelicSNPs_CEU_marker_${t}.vcf.gz
    chr19_biallelicSNPs_CHB_marker_0.5.vcf.gz
    chr19_biallelicSNPs_YRI_marker_0.5.vcf.gz | bgzip -c >
    chr19_markers_CEU-only_${t}.vcf.gz
    tabix -p vcf chr19_markers_CEU-only_${t}.vcf.gz

    # CHB-specific marker SNPs
    vcf-isec --force --complement
    chr19_biallelicSNPs_CHB_marker_${t}.vcf.gz
    chr19_biallelicSNPs_CEU_marker_0.5.vcf.gz
    chr19_biallelicSNPs_YRI_marker_0.5.vcf.gz | bgzip -c >
    chr19_markers_CHB-only_${t}.vcf.gz
    tabix -p vcf chr19_markers_CHB-only_${t}.vcf.gz

    # YRI-specific marker SNPs
    vcf-isec --force --complement
    chr19_biallelicSNPs_YRI_marker_${t}.vcf.gz
    chr19_biallelicSNPs_CEU_marker_0.5.vcf.gz
    chr19_biallelicSNPs_CHB_marker_0.5.vcf.gz | bgzip -c >
    chr19_markers_YRI-only_${t}.vcf.gz
    tabix -p vcf chr19_markers_YRI-only_${t}.vcf.gz
done
```
As can be seen from the example above, the command “vcf-isec” operates directly on indexed bgzip-compressed VCF files. The “–complement” option returns the variants that are present in the first but absent from the subsequent VCF files passed to the command. The “–force” option is required to instruct the program to proceed with processing the files despite the nonoverlapping individual ID sets between the files. Alternatively, the vcf-isectool can also be employed to obtain SNPs that are common to all VCF files (see Note 3).

The command line loop from above will generate nine indexed and compressed VCF files with population-specific marker SNPs—one for each of the three populations at each of the three thresholds. We then compare the number of marker SNPs in each population (and at each threshold) by counting the lines in these output files, disconsidering header lines that start with a “#” symbol:

```bash
for f in chr19_markers_???-only_0.??.vcf.gz
done
```

An alternative to the latter approach of intersecting VCF files and counting the number of nonoverlapping variants is to directly use the “vcf-compare” tool, which reports the number of variants present in all possible logical relations of the input VCF files. In the example below, we provide as an input to vcf-compare three files with frequent SNPs in each of the populations (cutoff at a certain frequency threshold). As output, we obtain the number of SNPs that are unique to each population, the number of SNPs present in every pairwise combination of populations, as well as the number of SNPs intersecting between all three of them. This can be done for each threshold level in one command with

```bash
for t in 0.5 0.7 0.9
done
```

The bash script above compares the populations for each threshold level $t$, and the output of the vcf-compare program is parsed to retrieve the lines with the variant counts prefixed by “VN.” For each of these lines, the count field (i.e., the second column) is followed by a list of SNP numbers for each possible overlap between the populations, which we store in a file
“venn_numbers_population_markers_$t$.txt” for subsequent analyses. Note that, in contrast to the previous approach, the comparison here excludes SNPs that occur in the other populations with a frequency above the corresponding threshold $t$ (instead of >0.5 applied in the previous approach).

Analyzing the population marker SNPs identified in this section, we notice that only a minority of SNPs are specific to one population and that the proportion of marker SNPs also varies between different populations. Furthermore, results should be interpreted with caution as they are based on non-reference allele frequencies that might be biased by the variant composition of the human reference genome. A more thorough approach should employ derived alleles as determined by an evolutionary model (see Subheading 3.1.1).

3.2 Determine Population Marker SNPs that Affect Protein-Coding Regions

The BEDTools suite of programs can be used to perform many kinds of operations on genomic intervals. It can process files in BED, GTF, and VCF formats, either provided as plain text or as gzip-compressed files. In the example further below we employ the intersect tool that overlaps genomic intervals of two different files to intersect the SNPs in a VCF file with protein-coding exonic regions from the Gencode GTF annotation, in order to identify the SNPs that are located within exons. To speed up the intersection process by BEDtools (and to also reduce the memory requirements, see Note 4), we make sure that both of the intersected input files are sorted by chromosome names and genomic positions.

```
cat gencode.v19.GRCh37.annotation.gtf | awk '$3 == "CDS"' | sort -k1,1 -k4,4n > gencode.v19.GRCh37.CDS.sorted.gtf
```

The above command extracts the protein-coding regions from the entire Gencode annotation, sorting them by their chromosomal positions. As the indexed VCF files obtained in the previous step (Subheading 3.1.2) are already sorted, we can directly employ the bedtools intersect command, for instance to identify marker SNPs with a population allele frequency of >0.9 that fall into coding regions.

```
bedtools intersect -sorted -wa -a chr19_markers_common_0.9.vcf.gz -b gencode.v19.GRCh37.CDS.sorted.gtf | sort -u > chr19_markers_common_0.9_CDS.vcf
```

In the above example, the “-wa” option tells bedtools to only keep the SNPs that overlap with the coding exons, discarding information about the exons that they intersect (see Note 5). Post-processing by the UNIX sort command with the “-u” option removes duplicate lines (i.e., SNPs), which are caused by different coding regions overlapping at the same genomic position (e.g., by alternatively spliced transcripts). To obtain the marker SNPs
affecting protein-coding regions for all populations, we employ a (bash) shell loop based on the previous example code line:

```bash
for t in 0.5 0.7 0.9
do
  for pop in CEU CHB YRI
do
    bedtools intersect -sorted -wa -a chr19_markers_${pop}-only_${t}.vcf.gz -b gencode.v19.GRCh37.CDS.sorted.gtf | sort -u | sort -k1,1 -k2,2n > chr19_markers_${pop}-only_${t}_CDS.vcf
done
done
```

The script generates nine chromosomal coordinate-sorted VCF files with the corresponding subsets of marker SNPs in protein-coding exons, one for each population at each marker SNP frequency threshold. Note that there are rather few population marker SNPs that affect protein-coding regions, especially at higher marker thresholds.

### 3.3 Determine Population Marker SNPs that Affect RNA Splicing

To score the effects of SNPs on splice sites, the “AStalavista Scorer” tool can be employed. As an input, the FASTA formatted chromosome sequences, a GTF file with the transcriptome information, an (uncompressed) VCF file with the SNPs, and a GeneID splice site model are required [16]. A description of the input file (and other) parameters is available by

```
astalavista -t scorer --help
```

The GeneID models for human splice sites can be downloaded from the CRG website

```
wget ftp://genome.crg.es/pub/software/geneid/human.070123.param
```

The genome sequence is to be split into single FASTA files, each one containing the sequence of one chromosome. Note that due to a technical limitation, the current version of AStalavista requires the chromosome file names to be prefixed by “chr” (i.e., following the pattern “chrID.fa”, where “ID” should be the same as the chromosome), also when the Ensembl GRCh37 assembly (without “chr” prefixes) is employed.

```bash
for chr in $(seq 1 22) X Y
do
done
```
With these files, the *astalavista scorer* tool can now be run to calculate the effects of the population marker SNPs on the splice site sequence, considering the changes implied for the splicing efficiency.

```bash
for t in 0.5 0.7 0.9
do
  for pop in CEU CHB YRI
do
    astalavista -t scorer --gid human.070123.param --
    chr .
    --in gencode.v19.annotation.gtf.gz --vcf
    chr19_markers_${pop}-
    only_${t}.vcf --so chr19_markers_${pop}-only_-
    ${t}_sites.vcl
done
done
```

The output (specified by the “--so” option) of the tool are VCL (VCF-like) formatted files, one per population-threshold combination, that contain the (reference) sequences of all splice donor and acceptor sites from the transcriptome described by the GTF file (in column 4) and their associated splicing scores (in column 6). For each splice site that is affected by one or more variants from the input VCF file additionally the variant splice site sequence (column 5) and splicing scores of all alternative alleles (a key-value pair in column 8) are provided (see [http://sammeth.net/confluence/display/ASTA/.VCL+format](http://sammeth.net/confluence/display/ASTA/.VCL+format)). In order to filter the output files keeping exclusively known reference splice site sequences (i.e., column 7 is “PASS”) that are affected by population marker SNPs, we employ

```bash
for f in chr19_markers_???-only_0.?_sites.vcl
do
  cat $f | awk '$5 !>= "$" && $7 == "PASS" > $(basename
  -s .vcl $f)_withSNPs.vcl
done
```

Notice that, as in protein-coding regions, there are relatively few splice sites that are affected by population-specific marker SNPs. Nevertheless, some of these SNPs change the splicing score of splice sites. For instance, marker SNP rs1974982 of the YRI population increases the splicing score of a splice donor site from 1.30 to 3.96, whereas the YRI-marker rs8101879 abolishes the activity of the harboring splice donor site.
4 Notes

1. The human reference genome sequence can be downloaded from several sources, such as the NCBI website, and the UCSC [17] and Ensembl [18] genome browsers. Although the human genome sequence has been declared “complete” already in 2004 [19], there are still gaps in the assembled sequence that are difficult either to sequence (e.g., due to biophysical properties such as [GC] content) or to assemble (e.g., in repetitive regions). Continued efforts to fill in these gaps resulted in a series of updated genome assemblies, which since 2009 are released by the Genome Reference Consortium (GRC) (http://www.ncbi.nlm.nih.gov/projects/genome/assembly/grc/) under the naming pattern GRCh.. (where h stands for human and “..” is the assembly version number). However, neither the GRC assembly names nor the names and composition of the chromosomes are necessarily conserved across the databases that provide a copy of the corresponding reference genome. For instance, the UCSC genome browser traditionally employs a hg.. version numbering (for “human genome”), which until recently was not synchronized with the corresponding GRC version numbering (https://genome.ucsc.edu/FAQ/FAQreleases.html). At the time of writing this chapter, the still widely used GRCh37 assembly from February 2009 corresponds to hg19 in the UCSC database, despite employing a different version of the mitochondrial genome. To enhance the synchronization with GRCh genomes, the UCSC database recently adapted their assembly numbering, and GRCh38 (the most recent human genome from December 2013) corresponds to hg38 in the UCSC database.

In addition to these differences in the assembly nomenclature, the canonical names of chromosomes and other contigs are not necessarily constant across databases. The UCSC genome browser, for instance, prefixes chromosome numbers and letters with “chr.” In contrast, databases associated with members of the GRC (e.g., the NCBI and Ensembl databases) do not employ such a prefix. As a bottom line, it is important to consider benefits of different assemblies and versions of the human genome before starting an analysis, and the consistent use of datasets compatible with a chosen reference is paramount. Additional information on the differences between heterogeneous versions of human reference assemblies is available at the site https://wiki.dnanexus.com/Scientific-Notes/human-genome.

2. MAF vs DAF vs NRAF: The Minor Allele Frequency (MAF) refers to the least frequent allele(s) at a genomic site. The Derived Allele Frequency (DAF) is based on an evolutionary model used to estimate which allele is ancestral and which has
been obtained through mutation (i.e., the “derived allele”). Derived variant alleles can also be more frequent than the ancestral allele, although in practice this scenario is quite exceptional. The ancestral allele is determined employing genomes of closely related species, and therefore DAFs cannot be determined for SNPs that fail to map to the corresponding genomes. Finally, a Non-Reference Allele Frequency (NRAF) is computed for all alleles that differ from the reference sequence (i.e., the alternative alleles).

3. To obtain non-reference alleles that are highly prevalent in all populations, vcf-isec can be instructed to return SNPs present in three VCF files using the “–nfiles = 3” argument, by using

```bash
for t in 0.5 0.7 0.9
do
  vcf-isec --force --nfiles =3
  chr19_biallelicSNPs_CEU_marker_${t}.vcf.gz
  chr19_biallelicSNPs_CHB_marker_${t}.vcf.gz
  chr19_biallelicSNPs_YRI_marker_${t}.vcf.gz | bgzip -c >
  chr19_markers_common_${t}.vcf.gz
  tabix -p vcf chr19_markers_common_${t}.vcf.gz
done
```

4. When comparing two files, bedtools per default loads one of them completely into the computer’s working memory (RAM). With large files this can use up a lot of RAM, however, we can run bedtools with the “–sorted” option if the intervals from both the input files are sorted by chromosomal coordinates. This makes bedtools use a different algorithm in which it reads in both files concurrently in small chunks. Especially for large files, this approach is much faster, and uses much less RAM than the default algorithm.

5. Some minor modifications to the “bedtools intersect” command can modify the elements provided in the output: using “–wb” instead of “–wa” obtains exons with SNPs instead of the SNPs, and using “–wo” instead of “–wa” obtains the mapping of the SNPs to the exons.
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