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0. Chrétien's critique
1. The first error
2. The second error
3. The third error
4. Conclusion

0. The widespread and well-established use of lexicostatistics by field linguists and anthropologists as an aid in subgrouping languages within a language family, as an adjunct to comparative analysis, and in assessing time depths of linguistic divergence, is attested to by the sheer volume of recent publications, especially on Oceanic, African, American, and Australian languages.1 On the theoretical level, however, the usefulness and validity of lexicostatistical techniques are relatively less appreciated, for two types of reasons. First, it is frequently claimed that lexicostatistics and glottochronology don't work when compared with historical and linguistic facts. It is not our intention to review the empirical evidence for and against these methods; suffice it to say that in subgrouping (without time estimates), lexicostatistics produces classifications which are generally quite compatible with those produced by comparative analysis, and the cases in which glottochronology produces poor time estimates2 are balanced by cases in which the results are very realistic.3 No statistically meaningful comparison of large numbers of historical and glottochronological dates has been carried out since the early efforts of Lees (1953).

The second type of criticism is that the theory behind lexicostatistics and glottochronology is wrong. It is a simple theory; nobody disputes the fact that it ignores the causes and mechanisms of lexical change. This does not mean it is wrong, however; it does not try to account for, predict, or even describe individual lexical changes. It only claims that these complex and multi-faceted processes result in a certain regularity at the statistical or aggregate level.4 A more serious criticism frequently leveled at glottochronology is that its mathematical basis is faulty. For ten years now, students of linguistics have been referred to Chrétien's The Mathematical Models of Glottochronology
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(1962) as an invalidation of the theoretical foundations of lexicostatistics. It is widely read, frequently cited, and has been reprinted in a popular series of linguistics readings, though it is known by many mathematicians and statisticians to be mathematically unsound.

At a recent conference on lexicostatistics at Yale, there was discussion of the article and its impact on the use of statistics in historical linguistics. This note, signed by four mathematicians interested in lexicostatistics, is the outcome of that discussion.

Chrétien's calculations and arguments suffer from three major errors. We emphasize that these are not mere details of mathematical rigor, but are serious conceptual and logical errors which go to the very heart of his criticisms, and completely invalidate them. We discuss each of these errors in turn.

1. The fundamental formula, the keystone of his whole discussion, is Chrétien's formula (5):

\[ K = N \cdot r^t, \]

where

- \( N \) = the number of basic meanings in the test-list being used,
- \( t \) = the number of millennia which have elapsed,
- \( K \) = the number of words for the basic meanings which have been retained over this period,
- \( r \) = a constant between 0 and 1 which must be determined empirically for any given list of basic meanings, and which measures the rate at which words for list meanings are replaced by non-cognates.

While this statement was used and intended only as an approximation in the fundamental papers of Swadesh (1952, 1955), Lees (1953), and Gudschinsky (1956), Chrétien uses it as a precise statement of the relationship between \( K \) and \( t \). The correct statement of the precise relationship, which was implicit in the early papers, is \(^5\)

- the expected value of \( K = N \cdot r^t \).

Unfortunately, the early literature in lexicostatistics never explicitly states this precise equation.

The early papers contain many mathematical statements which are not expressed as precisely as a mathematician would express them, even though their substance was correct. Among these are equations essentially the same as Chrétien's formula (5). Thus Chrétien's misinterpretation is understandable.

Nevertheless, Chrétien did misinterpret when he assumed a precise relationship between \( t \) and \( K \). In each of the early papers taken as a whole, it is abundantly clear to any mathematician or statistician that the equation \( K = N \cdot r^t \) is meant to be understood as correct only in a statistical sense, that is, the equation only holds on the average. The papers all explicitly discuss the statistical variation which will inevitably occur, thus indicating that a precise relationship only exists between \( t \) and the expected value of \( K \).

A continuing source of misunderstanding concerning the relationship between \( t \) and \( K \) may result from the superficial similarity between radioactive decay and lexical replacement. Equations essentially the same as \( K = N \cdot r^t \) are fre-
quently found in discussions of radioactive decay, even though experts in that field all know that this equation is merely an approximation. The reason this approximation is so commonly used for radioactive decay is that the value of \( N \) is typically enormous there: \( N = 10^9 \) = one billion would not be unusual in many applications to radioactivity. The larger the value of \( N \), the better the approximation between \( K/N \) and 'expected value of \( K'/N \).

We note in passing that the equation
\[
K = N r^t
\]
is based on the simplifying assumption that \( r \) is the same for all meanings in the test-list. In some recent papers, this assumption has been replaced by more general and accurate assumptions, so that this equation gives way to a more refined and complicated successor.

By itself, Chretien's first error would not be too serious, but combined with his other arguments it causes real trouble.

2. Chretien's Tables IV and V show probabilities for various values of \( K \) and of \( t \), given that \( C \) has been observed and its value known, where:
\[
t = \text{the number of millennia since two cognate languages separated,} \\
K = N r^t, \\
C = \text{the number of meanings (from among the given list of basic meanings) for which both languages have retained the word used at the time of separation,}
\]
and where \( N \) and \( r \) (as defined above) are taken to be 100 and 0.86 respectively. Tables IV and V are based on the calculations underlying Tables I, II, and III. Due to the first error described above, the earlier tables are incorrect. However, because their foundation is correct in a rough and ready sense (that is, on the average), they also have a certain rough and ready validity. The values they contain are approximately correct if properly interpreted.

However, in going on to Tables IV and V, Chretien makes a further error which completely invalidates his calculations. The latter tables are drastically in error.

As Dyen (1972) points out, the reason for this error is that Chretien, in making his calculations (see page 18 and page 26), assumes that each of his 'joint sets' is equally likely. In the calculation on page 18, the joint sets being compared all involve the same value of \( K \), so this assumption is correct in this context. In the calculation on page 26, joint sets for different values of \( K \) are involved in a single calculation, and the assumption is thoroughly incorrect.

3. Chretien points out that for a given value of \( K \), lexicostatistical theory permits a whole range of possible values of \( t \) which could have produced it. He finds this objectionable. Similarly he objects that for a given value of either \( t \) or \( C \), there is a whole range of the other variable which corresponds to it. He suggests that this is a fundamental weakness in the glottochronological method. This suggestion is in error.

In the following discussion, \( N \) is of course fixed, and we assume that \( r \) has already been determined. Suppose \( t \) is given, and we ask how many words (corresponding to the list of basic meanings) will be retained over the period.
This number \( K \) is not fixed precisely: rather it has a probability distribution. Many values of \( K \) are possible (specifically, any \( K \) for which \( N \geq K \geq 0 \)), but only a limited range of values of \( K \) would have probabilities large enough to be plausible. In fact, the most likely values of \( K \) (that is, the values of \( K \) with highest probabilities) will be integers which are close to \( N r^t \). (Notice that \( N r^t \) is generally not an integer, and hence \( K \) cannot be exactly equal to \( N r^t \) in most situations.) As we consider integers more and more distant from \( N r^t \), the probabilities get smaller and smaller. In fact, the probabilities follow a well-known formula called the binomial distribution.\(^7\)

Likewise, suppose we observe \( K \) and wish to deduce \( t \). The observed value of \( K \) permits a range of plausible values of \( t \), though any \( t > 0 \) is possible. Since the equation \( K = N r^t \) is not justified, neither is its rearrangement

\[
 t = \log(K/N)/\log r
\]

It is true, however, that the maximum likelihood estimate\(^8\) of \( t = \log(K/N)/\log r \) and the most plausible values of \( t \) will lie near this estimate. As we move to values of \( t \) away from this region, the plausibility drops off. The details are more complicated in this case than in the previous paragraph, because they involve not only probability theory but also questions of statistical inference.

The relationship\(^9\) between \( C \) and \( t \) precisely parallels the relationship between \( K \) and \( t \). If we are given \( t \), then the lexicostatistical model does not assert that \( C = N r^2 t \), but it does assert that expected value of \( C = N r^2 t \).

The most likely values of \( C \) are integers close by \( N r^2 t \) (itself seldom an integer), and more distant integers are increasingly unlikely. However, every integer \( C \) with \( N \geq C \geq 0 \) is possible. The distribution of \( C \) also satisfies a binomial formula. Conversely, given \( C \), it is not true that \( t = \log(C/N)/2 \log(r) \), which is a simple rearrangement of \( C = N r^2 t \). However, the lexicostatistical model does assert that the maximum likelihood estimate of \( t \) is \( \log(C/N)/2 \log(r) \). The most plausible values of \( t \) are close to this value. Plausibility drops off as we move away from this region. However any \( t > 0 \) is possible.

To sum up, Chrétien's third error consists of repeatedly criticizing glottochronology for a phenomenon that is unavoidable anywhere in science. This phenomenon is that estimates of key quantities — however arrived at — are subject to random fluctuation.

4. It is understandable that linguists are not primarily interested in probability and statistics as tools in the analysis of their data. Nonetheless, it seems to us that this does not justify the continued acceptance of Chrétien's mathematically incorrect and misleading treatment of glottochronology as the definitive article on the subject of lexicostatistics. It is deplorable that such a paper is in large part responsible for the retarded development of this field until very recently.

Finally, we would stress that lexicostatistics is not a theory about the details of lexical change in particular languages, nor about causal and systematic relationships. Rather, it is a theory about aggregates of lexical changes, usually in an aggregate of languages. As such it is not falsifiable by selected
examples drawn from one language or another. It is falsifiable only in the statistical sense, by aggregates of data. Even when a particular lexicostatistical model is shown to be untenable in some respect, it may be more appropriate to improve and modify the model than to abandon it completely. In fact, one of the important contributions of Dyen, James and Cole (1967) was to demonstrate statistically that the parameter r differs substantially among the meanings of the Swadesh list, and to show how improved assumptions reflecting this fact could be incorporated into lexicostatistical theory. This has led to the establishment of a firmer mathematical and statistical basis for quantitative historical linguistics, which will in turn, we hope, encourage a new interest in the methods of collection, analysis, and interpretation of lexicostatistical data.
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NOTES


2. See, for example, Bergsland and Vogt (1962) or Spitzbardt (1969).

3. For example, Satterthwait (1960), McNamara (1961) and Troike (1969).
4. The particular statistical model used to describe this regularity might well be inappropriate, in which case the theory should be criticized and improved. This is precisely what has been happening in recent lexicostatistical theory, resulting in increasingly realistic models and sophisticated techniques (cf. Note 10 below).

5. Lexicostatistics is a probabilistic theory, specifying only the probability of each possible value of $K$. The 'expected value of $K$' is the mean, or center of gravity, of this probability distribution. See Freund (1962:90-1).

6. Suppose the common source of languages 1 and 2 is language 0. Let $A_1$ be the set of meanings with cognate words in language 0 and 1; and similarly with $A_2$. Let $A_{12}$ be the intersection of $A_1$ and $A_2$. Chrétien calls the pair $(A_1, A_2)$ a joint set. On p. 18, he calculates the probability that there are $C$ meanings in $A_{12}$, given that there are $K$ in each of $A_1$ and $A_2$. He assumes that all joint sets where $A_1$ and $A_2$ each contain $K$ meanings, are equally likely. This is perfectly correct in the context of the Swadesh theory. On p. 26, Chrétien wishes to calculate the probability that both $A_1$ and $A_2$ contain $K$ meanings, given that $A_{12}$ contains $C$ (and, implicitly, that both $A_1$ and $A_2$ contain the same number). He assumes that all joint sets in which $A_1$ and $A_2$ have equal numbers of meanings and $C$ meanings in common (i.e. $C$ meanings in $A_{12}$) are equally likely. These joint sets, however, involve many different values of $K$; and as $K$ varies, the probability of joint sets varies greatly.

7. The probability that $K$ words will be retained for given values of $N$, $r$, and $t$ is \[
\binom{N}{K} r^K (1 - r)^{N-K} \]
for $0 \leq K \leq N$, where \[\binom{N}{K} = \frac{N!}{K! (N-K)!}\] is the binomial coefficient.

8. The maximum likelihood estimate of $t$ is the value of the parameter $t$ which, inserted into the formula of note 7 above, maximizes the probability of the observed value of $K$. See Freund (1962:223).

9. Chrétien's discussion of this relationship is confused by his misunderstanding of the nature of statistical independence. He postulates that the selection of words discarded in one language is statistically independent of the selection in a cognate language. This is a well-understood and frequently invoked assumption. Its mathematical formulation is in terms of the product law of probability. On p. 13 Chrétien explains statistical independence in non-mathematical terms which nonetheless clearly imply the product law. He actually uses the product law on p. 14 because it is a consequence of independence, but on pp. 15 and 31 he implies that the product law is an assumption about probabilities which is not part of the statistical independence postulate.


† Professor Savage died November 1, 1971. In agreeing to be a co-signer of this note, he had suggested several revisions, almost all of which were incorporated.